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2020.3 Question 1

1. Using integration by parts, we have

I(a, b) =

∫ π
2

0

cosa x cos bxdx

=
1

b

∫ π
2

0

cosa xd sin bx

=
1

b

[
(cosa x sin bx)

π
2
0 −

∫ π
2

0

sin bxd cosa x

]

= −1

b

∫ π
2

0

sin bxd cosa x

=
a

b

∫ π
2

0

sin bx sinx cosa−1 xdx.

Notice that
cos(b− 1)x = cos bx cosx+ sin bx sinx,

and hence

I(a− 1, b− 1) =

∫ π
2

0

cosa−1 x cos(b− 1)x dx

=

∫ π
2

0

cosa−1 x(cos bx cosx+ sin bx sinx) dx

=

∫ π
2

0

cosa x cos bxdx+

∫ π
2

0

sin bx sinx cosa−1 xdx

= I(a, b) +
b

a
I(a, b)

=
a+ b

a
I(a, b),

and hence
I(a, b) =

a

a+ b
I(a− 1, b− 1),

as desired.

2. We look at the base case where n = 0, and we have

LHS =

∫ π
2

0

cos(2m+ 1)xdx

=
1

2m+ 1
[sin(2m+ 1)x]

π
2
0

=
1

2m+ 1
sin

(2m+ 1)π

2

=
(−1)m

2m+ 1
,

and

RHS = (−1)m
200!(2m)!m!

m!(2m+ 1)!
=

(−1)m

2m+ 1
,

and so LHS = RHS, which means this holds for the base case where n = 0.

Now assume this is true for some n = k ≥ 0, i.e.

I(k, 2m+ k + 1) = (−1)m
2kk!(2m)!(k +m)!

m!(2k + 2m+ 1)!
,
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and we look at the case n = k + 1. Note that

LHS = I(k + 1, 2m+ k + 2)

=
k + 1

2m+ 2k + 3
I(k, 2m+ k + 1)

=
k + 1

2m+ 2k + 3
(−1)m

2kk!(2m)!(k +m)!

m!(2k + 2m+ 1)!

= (−1)m
2kk!(2m)!(k +m)!(k + 1)

m!(2k + 2m+ 1)!(2k + 2m+ 3)

= (−1)m
2k(k + 1)!(2m)!(k +m)!2(k +m+ 1)

m!(2k + 2m+ 1)!(2k + 2m+ 2)(2k + 2m+ 3)

= (−1)m
2k+1(k + 1)!(2m)!(k +m+ 1)!

m!(2k + 2m+ 3)!

= (−1)m
2k+1(k + 1)!(2m)![(k + 1) +m]!

m!(2(k + 1) + 2m+ 1)!
,

which shows the original statement is true for n = k + 1.

Hence, by the principle of mathematical induction, the original statement is true for any non-
negative integers n,m.

Eason Shao Page 292 of 430



STEP Project Year 2020 Paper 3

2020.3 Question 2

1. We differentiate with respect to x on both sides, and we have

coshx+ cosh y
dy

dx
= 0.

If the curve has a stationary point (x, y), we must have dy
dx = 0 at that point, and hence

coshx = 0.

This is impossible since the cosh function has a range of [1,+∞), and hence C has no stationary
points. (In fact we must have dy

dx < 0.)

Differentiating this with respect to x again gives

sinhx+ sinh y

(
dy

dx

)2

+ cosh y
d2y

dx2
= 0.

At point (x, y), d2y
dx2 = 0 if and only if

sinhx+ sinh y

(
dy

dx

)2

= 0.

From the previous differentiation, we know that

dy

dx
= −coshx

cosh y
,

and hence

sinhx+ sinh y · cosh
2 x

cosh2 y
= 0,

which gives
cosh2 y sinhx+ sinh y cosh2 x = 0.

Using the identity cosh2 t = 1 + sinh2 t, we have

sinhx+ sinh2 y sinhx+ sinh y + sinh2 x sinh y = 0,

and hence
(sinhx+ sinh y)(1 + sinhx sinh y) = 0.

Since sinhx+ sinh y = 2k and k is positive, we can conclude that

1 + sinhx sinh y = 0,

as desired.

The only-if direction is identical since all steps above are reversible.

For a point of inflection, we must first have dyx
d=y 0, and hence

sinhx sinh y = −1, sinhx+ sinh y = 2k.

This means that sinhx and sinh y are roots to the quadratic equation in t

t2 − 2kt− 1 = 0.

This equation solves to

t1,2 =
2k ±

√
4k2 + 4

2
= k ±

√
k2 + 1.

Therefore, the points where the second derivative is zero on the curve are(
arsinh

(
k ±

√
k2 + 1

)
, arsinh

(
k ∓

√
k2 + 1

))
.
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2. If x+ y = a and sinhx+ sinh y = 2k, we must have y = a− x, and hence

ex − e−x

2
+

ea−x − ex−a

2
= 2k

e2x − 1 + ea − e2x−a = 4kex

e2x(1− e−a)− 4kex + (ea − 1) = 0,

as desired.

Since ex is always real, we must have

(−4k)2 − 4(1− e−a)(ea − 1) = 16k2 − 4(ea − 1− 1 + e−a)

= 16k2 − 4(2 cosh a− 2)

= 16k2 + 8− 8 cosh a

≥ 0,

and hence
cosh a ≤ 2k2 + 1.

As for the left-hand side inequality, we already know cosh a ≥ 1. cosh a = 1 if and only if
a = x+ y = 0, in which case

sinhx+ sinh y = sinhx+ sinh(−x) = 0 ̸= 2k,

since 2k > 0.

Hence, we must have
1 < cosh a ≤ 2k2 + 1,

as desired.

3. Notice that when cosh a = 2k2 + 1, there is precisely one root to the quadratic equation, which
means x = y. Hence,

2k2 + 1 = cosh a

= cosh(x+ y)

= coshx cosh y + sinhx sinh y

= cosh2 x+ sinh2 x

= 1 + 2 sinh2 x,

which shows that (since sinhx+ sinh y = k)

sinhx = sinh y = k.

The graph meets the axis at (0, arsinh(2k)) and (arsinh(2k), 0).

Hence, the graph must look as follows:
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x

y

y = x

x+ y = arcosh(2k2 + 1)

x+ y = 0

(arsinh k, arsinh k)

(
arsinh

(
k +

√
k2 + 1

)
, arsinh

(
k −

√
k2 + 1

))

(
arsinh

(
k −

√
k2 + 1

)
, arsinh

(
k +

√
k2 + 1

)) (0, arsinh(2k))

(arsinh(2k), 0)
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2020.3 Question 3

1. Let k represent the point K in the complex plane, we must have

k − a = (b− a) exp
(
−i

π

3

)
,

and hence
k = a+ (b− a) exp

(
−i

π

3

)
.

Notice that

ω = exp

(
iπ

6

)
= cos

π

6
+ i sin

π

6
=

√
3

2
+ i

1

2
,

and hence

ω∗ =

√
3

2
− i

1

2

Hence, gab is given by

gab =
a+ b+ k

3

=
a+ b+ a+ (b− a) exp

(
−iπ3

)
3

=
2a+ b+ (b− a)

[
cos π

3 − i sin π
3

]
3

=
2a+ b+ (b− a)

(
1
2 − i

√
3
2

)
3

=

(
3
2 + i

√
3
2

)
a+

(
3
2 − i

√
3
2

)
b

3

=
1√
3
·

[(√
3

2
+ i

1

2

)
a+

(√
3

2
− i

1

2

)
b

]

=
1√
3
· (ωa+ ω∗b) ,

as desired.

2. Q2 is a parallelogram if and only if

gbc − gab = gcd − gda

1√
3
(ωb+ ω∗c)− 1√

3
(ωa+ ω∗b) =

1√
3
(ωc+ ω∗d)− 1√

3
(ωd+ ω∗a)

ω(b− a− c+ d) = ω∗(d− a− c+ b)

(ω − ω∗) [(b− a)− (c− d)] = 0

(b− a)− (c− d) = 0

b− a = c− d,

which is true if and only if Q1 is a parallelogram. All the steps above are reversible. In particular,
ω − ω∗ ̸= 0 so we can divide by ω − ω∗ on both sides.

3. Notice that

gbc − gab =
1√
3
(ωb+ ω∗c)− 1√

3
(ωa+ ω∗b)

=
1√
3
[ω∗c− ωa+ (ω − ω∗)b]

=
1√
3
[ω∗c− ωa+ bi] ,
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and that

gca − gab =
1√
3
(ωc+ ω∗a)− 1√

3
(ωa+ ω∗b)

=
1√
3
[ωc+ (ω∗ − ω)a− ω∗b]

=
1√
3
[ωc− ai− ω∗b] .

Notice that

ω∗

ω
=

exp
(
− iπ

6

)
exp

(
iπ
6

) = exp

(
− iπ

3

)
,

−ω

−i
=

ω

i
=

exp
(
iπ
6

)
exp

(
iπ
2

) = exp

(
− iπ

3

)
,

i

−ω∗ =
−i

ω∗ =
exp

(
− iπ

2

)
exp

(
− iπ

6

) = exp

(
− iπ

3

)
,

and hence we can wee

gbc − gab = (gca − gab) exp

(
− iπ

3

)
,

which means GBC is the image of GCA under rotation through π
3 clockwise about GAB , and this

shows that T2 is an equilateral triangle.
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2020.3 Question 4

We first show that Q lies on Π. Notice that

q · n = (x− (x · n)n) · n
= x · n− (x · n)(n · n)

= x · n− (x · n)|n|2

= x · n− x · n
= 0,

so Q ∈ Π.

To show PQ is perpendicular to Π, we show that the vector
−−→
PQ is parallel to the normal vector of

Π, and notice

−−→
PQ = q− p

= q− x

= −(x · n)n

is a scalar multiple of the normal vector n, and so is parallel to n, and perpendicular to Π.

1. The normal vector to this plane is

n =

a
b
c

 .

We first find the projection of ı̂ on Π, and the point’s position vector is given by

ı̂− (̂ı · n)n = ı̂− an.

Hence, the reflection of ı̂ in Π will be the point with position vector

ı̂+ 2 [(̂ı− an)− ı̂] = ı̂− 2 [an]

=

1− 2a2

−2ab
−2ac


=

a2 + b2 + c2 − 2a2

−2ab
−2ac


=

b2 + c2 − a2

−2ab
−2ac

 ,

as desired.

Similarly, the image of ȷ̂ under T is  −2ab
a2 + c2 − b2

−2bc

 ,

and the image of k̂ under T is  −2ac
−2bc

a2 + b2 − c2

 .

Hence, the matrix M which represents T is given by

M =

b2 + c2 − a2 −2ab −2ac
−2ab a2 + c2 − b2 −2bc
−2ac −2bc a2 + b2 − c2

 .
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2. Since the elements on the diagonal of M are given by 1− 2a2, 1− 2b2, 1− 2c2, we must have

1− 2a2 = 0.64, 1− 2b2 = 0.36, 1− 2c2 = 0,

and hence

a2 =
9

50
, b2 =

8

25
, c2 =

1

2
,

which gives

a = ± 3

5
√
2
, b = ±2

√
2

5
, c = ± 1√

2
,

here the ± signs do not necessarily match up.

Since −2ab > 0, −2ac > 0, −2bc < 0, we have a and b, a and c take different signs, and b and c
take the same sign.

Hence,

(a, b, c) =

(
± 3

5
√
2
,∓2

√
2

5
,∓ 1√

2

)
.

We verify these triples indeed satisfy the non-diagonal elements as well.

The Cartesian equation of the plane is therefore given by

ax+ by + cz = 0

3

5
√
2
x− 2

√
2

5
y − 1√

2
z = 0

3x− 4y − 5z = 0.

3. The line has equation
l : r = λn, λ ∈ R.

A rotation about a line through π is simply a ’perpendicular’ reflection of the point about the line,
i.e. the reflection in the point on the line such that the point and the original point is perpendicular
to the line.

Let the original point be P with position vector x, and let the new point be Q with position vector
λn, we must have

(λn− x) · n = λn · n− x · n = 0,

which means
λ = x · n,

and
q = (x · n)n.

Hence, the image of P under this transformation is

p+ 2(q− p) = 2q− p

= 2(x · n)n− x.

If x = ı̂, the image is

2an− ı̂ =

2a2 − 1
2ab
2ac

 =

a2 − b2 − c2

2ab
2ac

 .

Similarly, the image of ȷ̂ under this transformation is 2ab
b2 − a2 − c2

2bc

 ,
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and the image of k̂ under this transformation is 2ac
2bc

c2 − a2 − b2

 .

Hence, the matrix which represents this transformation, N, is given by

N =

a2 − b2 − c2 2ab 2ac
2ab b2 − a2 − c2 2bc
2ac 2bc c2 − a2 − b2.


4. Notice that since N = −M, and M by definition is self-inverse, we have

NM = −MM = −M2 = −I,

which is an enlargement of scale factor (−1) with the centre being the origin.
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2020.3 Question 5

We notice that

RHS = (x− y)

n∑
r=1

xn−ryr−1

= x

n∑
r=1

xn−ryr−1 − y

n∑
r=1

xn−ryr−1

=

n∑
r=1

xn−r+1yr−1 −
n∑

r=1

xn−ryr

=

n−1∑
r=0

xn−ryr −
n∑

r=1

xn−ryr

= xny0 +

n−1∑
r=1

xn−ryr −
n−1∑
r=1

xn−ryr − x0yn

= xn − yn.

1. Notice that

f(x) = xn ·
(
F (x)− A

x− k

)
= xn ·

(
1

xn(x− k)
− A

x− k

)
=

1

x− k
− Axn

x− k

=
1−Axn

x− k
.

Since f is a polynomial, the numerator must be divisible by the denominator, and hence when
x = k, the numerator must be 0, which means

1−Akn = 0,

and hence

A =
1

kn
.

Hence,

f(x) =
1−Axn

x− k
=

1

x− k

(
1−

(x
k

)n)
,

as desired.

Using the identity, we have

f(x) =
1−Axn

x− k

=
1n −

(
x
k

)n
x− k

=
1

kn
· k

n − xn

x− k

=
1

kn
·
−(x− k)

∑n
r=1 k

n−rxr−1

x− k

= −
n∑

r=1

k−rxr−1,
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and hence

F (x) =
A

x− k
+

f(x)

xn

=
1

kn(x− k)
−
∑n

r=1 k
−rxr−1

xn

=
1

kn(x− k)
−

n∑
r=1

1

krxn−r+1

=
1

kn(x− k)
−

n∑
r=1

1

kn−r+1xr

=
1

kn(x− k)
− 1

k

n∑
r=1

1

kn−rxr
,

as desired.

2. Notice that on one hand,
d

dx
xnF (x) =

d

dx

1

x− k
= − 1

(x− k)2
,

and on the other hand, using the expression above, we have

d

dx
xnF (x) =

d

dx

[
xn

kn(x− k)
− 1

k

n∑
r=1

xn−r

kn−r

]

=
nxn−1kn(x− k)− xnkn

k2n(x− k)2
− 1

k

n∑
r=1

(n− r)xn−r−1

kn−r

=
nxn−1(x− k)− xn

kn(x− k)2
−

n∑
r=1

n− r

kn−r+1x−n+r+1

=
nxn−1

kn(x− k)
− xn

kn(x− k)2
−

n∑
r=1

n− r

kn−r+1x−n+r+1
.

Hence,

− 1

(x− k)2
=

nxn−1

kn(x− k)
− xn

kn(x− k)2
−

n∑
r=1

n− r

kn−r+1x−n+r+1

1

(x− k)2
=

xn

kn(x− k)2
− nxn−1

kn(x− k)
+

n∑
r=1

n− r

kn−r+1x−n+r+1

1

xn(x− k)2
=

1

kn(x− k)2
− n

knx(x− k)
+

n∑
r=1

n− r

kn−r+1xr+1
,

precisely as desired.

3. Let n = 3 and k = 1, and hence we have

1

x3(x− 1)2
=

1

(x− 1)2
− 3

x(x− 1)
+

3∑
r=1

3− r

xr+1

=
1

(x− 1)2
− 3

x− 1
+

3

x
+

2

x2
+

1

x3
.
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Hence, we have∫ N

2

dx

x3(x− 1)2
=

∫ N

2

[
1

(x− 1)2
− 3

x− 1
+

3

x
+

2

x2
+

1

x3

]
dx

=

[
− 1

x− 1
− 3 ln|x− 1|+ 3 ln|x| − 2

x
− 1

2x2

]N
2

=

(
3 ln

N

N − 1
− 1

N − 1
− 2

N
− 1

2N2

)
−
(
3 ln

2

1
− 1

1
− 2

2
− 1

2 · 4

)
=

17

8
− 3 ln 2 +

(
3 ln

N

N − 1
− 1

N − 1
− 2

N
− 1

2N2

)
.

We take the limit as N → ∞. Since N
N−1 = 1 + 1

N−1 , and as N → ∞, 1
N−1 → 0, this means that

ln N
N−1 → 0. All the fractions with N on the denominator also approaches 0. Hence, the limit of

this integral as N → ∞ is ∫ ∞

2

dx

x3(x− 1)2
=

17

8
− 3 ln 2.
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2020.3 Question 6

1. Note that this function has symmetry about the y-axis since cos is an even function.

When x = 0, y = 1 +
√
1 = 2. When x = ±π

4 , y = 1√
2
.

We investigate the gradient:

dy

dx
= − sinx− 2 sin 2x · 1

2
· 1√

cos 2x

= − sinx− sin 2x√
cos 2x

,

so dy
dx takes opposite sign as x, which means that y is decreasing when x > 0, and y is increasing

when x < 0, and x = 0 gives a maximum.

Also, note that

lim
x→π

4
−

dy

dx
= −∞, lim

x→−π
4

+

dy

dx
= ∞,

which means the tangent to the graph at those points are vertical.

Hence, the graph looks as follows:

x

y

2 x = π
4x = −π

4

2. The graph looks as follows.
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θ = 0

θ = π
4

θ = −π
4

2

3. By solving the quadratic, we have

r =
2 cos θ ±

√
4 cos2 θ − 4 sin2 θ

2
= cos θ ±

√
cos 2θ.

Hence, at θ = ± 1
4π, r = 1√

2
.

When r is small, we must have that r = cos θ −
√
cos 2θ and θ is small, and

−2r cos θ + sin2 θ ≈ 0

r ≈ sin2 θ

2 cos θ

r ≈ 1

2
sin θ tan θ

r ≈ 1

2
θ2,

as desired.

The curve will look as follows. At θ = ± 1
4π, the curve is tangent to the lines. At r = 0, the curves

are tangent to the initial line.
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θ = 0

θ = π
4

θ = −π
4

2

The area between C2 and θ = 0 above the line is given by

A =
1

2

∫ π
4

0

[(
cos θ +

√
cos 2θ

)2
−
(
cos θ −

√
cos 2θ

)2]
dθ

=
1

2

∫ π
4

0

4 cos θ
√
cos 2θ dθ

= 2

∫ π
4

0

cos θ
√
cos 2θ dθ

= 2

∫ π
4

0

cos θ
√
1− 2 sin2 θ dθ

= 2

∫ π
4

0

√
1− 2 sin2 θ d sin θ

= 2

∫ 1√
2

0

√
1− 2x2 dx

=
√
2

∫ 1

0

√
1− y2 dy

=
√
2 · π

4

=
π

2
√
2
,

as desired, the final integral being because this is 1
4 of the area of the unit circle, which is π.

Eason Shao Page 306 of 430



STEP Project Year 2020 Paper 3

2020.3 Question 7

1. By differentiating both sides of the second differential equation, we can see

d2y

dx2
+ g′(x)y + g(x)

dy

dx
=

du

dx
= h(x)− f(x)u

= h(x)− f(x)

(
dy

dx
+ g(x)y

)
,

and hence rearranging gives

d2y

dx2
+ (f(x) + g(x))

dy

dx
+ (g′(x) + f(x)g(x))y = f(x),

as desired.

2. We must have g(x) + f(x) = 1 + 4
x , and g′(x) + f(x)g(x) = 2

x + 2
x2 , with h(x) = 4x+ 12.

Hence, from the first equation, we have f(x) = 1 + 4
x − g(x), and putting this into the second

equation gives us

g′(x) +

(
1 +

4

x
− g(x)

)
g(x) =

2

x
+

2

x2
.

If g(x) = kxn, then g′(x) = knxn−1, and putting this back we have

knxn−1 +

(
1 +

4

x
− kxn

)
kxn =

2

x
+

2

x2
,

which gives
−k2x2n + kxn + k(n+ 4)xn−1 = 2x−1 + 2x−2.

Therefore, we could simply let n = −1, and k = 2. Verify that

LHS = −4x−2 + 2x−1 + 2 · 3x−2 = 2x−1 + 2x−2 = RHS.

Hence, g(x) = 2
x , and f(x) = 1 + 2

x .

The differential equation for u is

du

dx
+

(
1 +

2

x

)
u = 4x+ 12.

The integration factor is
I(x) = e

∫
(1+ 2

x ) dx = ex+2 ln x = x2ex,

and hence

x2ex
du

dx
+ ex(x2 + 2x)u =

dx2exu

dx
= 4x3ex + 12x2ex.

Notice the right-hand side is the derivative of 4x3ex, and hence

x2exu = 4x3ex + C.

When x = 1,

u|x=1 =
dy

dx

∣∣∣∣
x=1

+ g(1) y|x=1

= −3 + 2 · 5
= 7,

and hence
7e = 4e+ C,
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giving C = 3e.

Hence,

u = 4x+
3e

x2ex
.

The differential equation for y gives
dy

dx
+

2

x
y = u,

and hence the integration factor is x2, giving

dx2y

dx
= 4x3 + 3e · e−x,

and hence by integration on both sides, we have

x2y = x4 − 3e · e−x + C ′.

Since when x = 1, y = 5, we must have

5 = 1− 3 + C ′,

giving C ′ = 7.

Hence,
x2y = x4 − 3e1−x + 7,

and hence
y = x2 − 3x−2e1−x + 7x−2.
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2020.3 Question 8

1. It is not difficult to see that the terms in the sequence are all positive. Consecutive pairs of terms
with the first one having odd index in the sequence are u2k+1 and u2k+2 for k ≥ 1 (the case where
k = 0 is excluded due to the first pair being separately considered). We have

u2k+1 − u2k+2 = (uk + uk+1)− uk+1

= uk

> 0,

so u2k+1 > u2k+2.

Consider the terms u2k and u2k+1 for k ≥ 1, which is consecutive pairs of terms with the first one
having even index. We notice

u2k+1 − u2k = (uk + uk+1)− uk

= uk+1

> 0,

so u2k+1 > u2k.

As for the first pair u1 = u2 = 1, the term with the odd index is not greater than the term of even
index.

Hence, for every pair of consecutive terms of this sequence, except the first pair, the term with odd
subscript is larger than the term with even subscript, as desired.

2. If the two consecutive terms take the form u2k+1 = uk + uk+1 and u2k+2 = uk+1, we have uk =
u2k+1 − u2k+2. If d | u2k+1 and d | u2k+2, we must have d | uk = u2k+1 − u2k+2, and d | uk+1 =
u2k+2, which are two consecutive terms as well. Notice that k + 1 < 2k + 2 for k ≥ 1, so this is
some pair before the original pair.

In the other case where the two consecutive terms take the form u2k = uk and u2k+1 = uk + uk+1,
we have uk+1 = u2k+1 − u2k. If d | u2k and d | u2k+1, we must have d | uk+1 = u2k+1 − u2k, and
d | uk = u2k, which are two consecutive terms as well. Notice that k+1 < 2k+1 for k ≥ 1, so this
is some pair before the original pair.

We use the idea of proof by infinite descent in this part. The first two terms u1 = u2 = 1 are
co-prime, since one is the only common factor they share. Now, assume there exists some pair of
consecutive terms in the sequence that are not co-prime, then there is one with the smallest pair
of indices.

If this pair is the first two terms, this is impossible since the first two terms are co-prime. If they are
not, by the previous part, there must exist another pair of consecutive terms with smaller indices,
which contradicts with this pair being the pair with the smallest indices.

Hence, such pair of consecutive terms in the sequence being not co-prime does not exist.

3. We still use the idea of proof by infinite descent here. B.W.O.C assume that two integers appear
consecutively in the same order twice. We consider the first pair of consecutive integers appearing
twice, with the smallest indices. There are two cases:

• The indices where they appear are u2k and u2k+1, where k ≥ 1. Let

u2k = c, u2k+1 = d,

and hence d > c.

Since they must re-appear in the same order, it must be the case that they re-appear at
u2m = c and u2m+1 = d, since the odd-indexed term is always greater than the even-indexed
term, and here m > n.

Since
u2k = uk = c, u2k+1 = uk + uk+1 = d,

we have
uk+1 = d− c,
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and similarly
um+1 = d− c.

So (uk, uk+1) = (um, um+1) = (c, d − c). But since k ≥ 1, 2k > k, and this implies that
u2k and u2k+1 is not the first pair of consecutive integers appearing twice, hence leading to a
contradiction.

• The indices where they appear are u2k−1 and u2k, where k ≥ 1. Let

u2k−1 = c, u2k = d,

and hence c ≥ d with the equal sign taking place if and only if k = 1. By similar reasoning,
it must be the case for some m > k that u2m−1 = c and u2m = d. Since m > k ≥ 1, we must
have c > d and hence k > 1. Hence,

u2k−1 = uk−1 + uk = c, u2k = uk = d,

implying
uk−1 = u2k−1 − u2k = c− d,

and similarly
um−1 = c− d.

So (uk−1, uk) = (um−1, um) = (c − d, d). But since k ≥ 1, 2k − 1 > k − 1, and this implies
that u2k−1 and u2k is not the first pair of consecutive integers appearing twice, hence leading
to a contradiction.

Both cases lead to a contradiction, so it is not possible for two positive integers to appear consec-
utively in the same order in two different places in the sequence, as desired.

4. In the case where a > b, if a and b do not occur consecutively with b following a, then there does
not exist a k ≥ 1 such that

u2k−1 = a, u2k = b.

If there exists m ≥ 2 such that
um−1 = a− b, um = b,

then notice
u2m−1 = um−1 + um = a, u2m = um = b,

and for k = m we have u2k−1 = a and u2k = b. Hence, such m does not exist, and a− b and b are
two co-prime positive integers which do not occur consecutively in the sequence with b following
a− b, and whose sum is smaller than a+ b.

Similarly, in the case where a < b, if a and b do not occur consecutively with b following a, then
there does not exist a k ≥ 1 such that

u2k = a, u2k+1 = b.

If there exists m ≥ 1 such that
um = a, um+1 = b− a,

then notice
u2m = um = a, u2m+1 = um + um+1 = b,

and for k = m we have u2k = a and u2k+1 = b. Hence, such m does not exist, and a and b− a are
two co-prime positive integers which do not occur consecutively in the sequence with b−a following
a, and whose sum is smaller than a+ b.

5. Suppose that there is some rational number q = a
b where gcd(a, b) = 1, a, b > 0 which is not in the

range of f . Let a, b be such that the sum a+ b is the lowest. Then, there does not exist an integer
n ≥ 1, such that

f(n) =
a

b
.
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Since all consecutive terms in the sequence are co-prime, this means there does not exist an integer
n ≥ 1, such that

un = a, un+1 = b.

If a > b, then the pair (a − b, b) with a sum less than a + b must not exist consecutively in the
sequence either, which contradicts with that a+ b is the pair with the smallest sum.

If a < b, then the pair (b, b − a) with a sum less than a + b must not exist consecutively in the
sequence either, which contradicts with that a+ b is the pair with the smallest sum.

If a = b, then the only possibility is a = b = 1, but n = 1 gives u1 = 1 and u2 = 1, so this is not
possible.

Hence, such rational number which is not within the range doesn’t exist, and the range of f is all
positive rational numbers.

Since the fraction representation of a positive rational number is unique (given the numerator and
denominator are co-prime and both positive), and all terms in the sequence are positive, consecutive
terms are co-prime, and consecutive terms do not appear again in this order, it must be that case
that there is at most one pair of consecutive terms that gives the ratio of any positive rational
number q, which shows that f has an inverse.

Hence, f has a range of all positive rational numbers, and f has an inverse, as desired.
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2020.3 Question 11

1. Since X ∼ U[a, b], we must have for the probability density function of X, that

fX(x) =
1

b− a

for x ∈ [a, b], and 0 everywhere else. Hence, the cumulative distribution function of X is

FX(x) =


0, x ≤ a,
x−a
b−a , a < x ≤ b,

b, otherwise.

Since f is bijective and strictly decreasing on [a, b], we must have for y ∈ [a, b], that

P(Y ≤ y) = P(f(X) ≤ y)

= P(X ≥ f−1(y))

= P(X ≥ f(y))

= 1− P(X < f(y))

= 1− FX(f(y))

= 1− f(y)− a

b− a

=
(b− a)− (f(y)− a)

b− a

=
b− f(y)

b− a
,

as desired.

Hence, by differentiation with respect to y, we have the probability density function of Y satisfies

fY (y) = −f ′(y)

b− a
.

Hence, by the definition of expectation, we have

E(y2) =

∫ b

a

fY (y)y
2 dy

= − 1

b− a

∫ b

a

−f ′(y)y2 dy

= − 1

b− a

∫ b

a

y2 df(y)

=
1

b− a

[
−
[
y2f(y)

]b
a
− 2

∫ b

a

yf(y) dY

]

=
1

b− a

[
−b2f(b) + a2f(a) + 2

∫ b

a

yf(y) dY

]

=
1

b− a

[
b

3
(b3 − a3)− b2a+ a2b+ 2

∫ b

a

yf(y) dx

]

=
b

3

(
b2 + ab+ a2

)
− ab+

∫ b

a

2xf(x) dx

b− a
.

2. Since 1
Z + 1

X = 1
c , by rearranging, we have

Z =
1

1
c − 1

X

=
cX

X − c
.
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By given, we have

c =
ab

a+ b
,

and hence
c < a, c < b.

Let f(x) = cx
x−c . Notice that

f(a) =
ac

a− c

=
a2b/(a+ b)

a− ab/(a+ b)

=
a2b

a2 + ab− ab

= b,

and

f(b) =
bc

b− c

=
ab2/(a+ b)

b− ab/(a+ b)

=
ab2

b2 + ab− ab

= a.

Also, since

f(x) =
1

x−c
cx

=
1

1
c − 1

x

,

as x strictly increases, 1
x strictly decreases, − 1

x strictly increases, the denominator strictly increases,
and hence f(x) strictly decreases.

Note that
1

f(x)
+

1

x
=

1

c
,

and hence
1

x
+

1

f−1(x)
=

1

c
,

which implies
f(x) = f−1(x).

So Z = f(X) for this f satisfying all three conditions above. Hence,

E(Z) =

∫ b

a

f(x)fX(x) dx

=
1

b− a

∫ b

a

cxdx

x− c

=
1

b− a

∫ b

a

(
c+

c2

x− c

)
dx

=
1

b− a

[
cx+ c2 ln|x− c|

]b
a

=
1

b− a

[(
cb+ c2 ln|b− c|

)
−
(
ca+ c2 ln|a− c|

)]
= c+

c2

b− a
ln

∣∣∣∣ b− c

a− c

∣∣∣∣
= c+

c2

b− a
ln

(
b− c

a− c

)
,
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and using the result from the previous part,

E(Z2) = −ab+

∫ b

a

2xf(x)

b− a
dx

= −ab+
2

b− a
·
∫ b

a

cx2

x− c
dx

= −ab+
2c

b− a
·
∫ b

a

(
x+ c+

c2

x− c

)
dx

= −ab+
2c

b− a
·
[
x2

2
+ cx+ c2 ln|x− c|

]b
a

= −ab+
2c

b− a
·
[(

b2

2
+ bc+ c2 ln|b− c|

)
−
(
a2

2
+ ac+ c2 ln|a− c|

)]
= −ab+

2c

b− a
·
[
(b− a)

(
c+

a+ b

2

)
+ c2 ln

∣∣∣∣ b− c

a− c

∣∣∣∣]
= −ab+ 2c

(
c+

a+ b

2

)
+

2c3

b− a
ln

(
b− c

a− c

)
= 2c2 + (a+ b)c− ab+

2c3

b− a
ln

(
b− c

a− c

)
= 2c2 +

2c3

b− a
ln

(
b− c

a− c

)
.

Hence, the variance of Z satisfies that

Var(Z) = E(Z2)− E(Z)2

= 2c2 +
2c3

b− a
ln

(
b− c

a− c

)
−
(
c+

c2

b− a
ln

(
b− c

a− c

))
= 2c2 +

2c3

b− a
ln

(
b− c

a− c

)
− c2 − 2c3

b− a
ln

(
b− c

a− c

)
− c4

(b− a)2
ln

(
b− c

a− c

)2

= c2 − c4

(b− a)2
ln

(
b− c

a− c

)2

.

Therefore, since the variance of a non-constant random variable is always positive,

c2 >
c4

(b− a)2
ln

(
b− c

a− c

)2

(b− a)2 > c2 ln

(
b− c

a− c

)2

|b− a| >
∣∣∣∣c ln( b− c

a− c

)∣∣∣∣∣∣∣∣ln( b− c

a− c

)∣∣∣∣ < ∣∣∣∣b− a

c

∣∣∣∣.
Notice that since b > a, we must have b − c > a − c, so the natural log on the left-hand side is
positive, and the fraction within the absolute value on the right-hand side is positive as well, and
hence

ln

(
b− c

a− c

)
<

b− a

c
.

Eason Shao Page 314 of 430



STEP Project Year 2020 Paper 3

2020.3 Question 12

1. By the definition within the question, we have that X,Y ∼ Geo(p), and for t ≥ 1,

P(X = t) = P(Y = t) = qt−1p.

For S = X + Y , we have for s ≥ 2,

P(S = s) = P(X + Y = s)

=

s−1∑
t=1

P(X = t, Y = s− t)

=

s−1∑
t=1

P(X = t) P(Y = s− t)

=

s−1∑
t=1

qt−1pqs−t−1p

=

s−1∑
t=1

qs−2p2

= (s− 1)qs−2p2.

For T = max{X,Y }, we have for t ≥ 1,

P(T = t) = P(X = Y = t) + P(X = t, Y < X) + P(Y = t,X < Y )

= P(X = t, Y = t) + 2P(X = t, Y < X)

= P(X = t) P(Y = t) + 2

t−1∑
r=1

P(X = t, Y = r)

= P(X = t) P(Y = t) + 2

t−1∑
r=1

P(X = t) P(Y = r)

= qt−1pqt−1p+ 2qt−1p

t−1∑
r=1

qr−1p

= q2t−2p2 + 2qt−1p2
t−1∑
r=1

qr−1

= q2t−2p2 + 2qt−1p2
1− qt−1

1− q

= q2t−2p2 + 2qt−1p2
1− qt−1

p

= q2t−2p2 + 2qt−1p(1− qt−1)

= pqt−1
(
pqt−1 + 2− 2qt−1

)
= pqt−1

(
(1− q)qt−1 + 2− 2qt−1

)
= pqt−1

(
2 + qt − qt−1

)
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2. Since U = |X − Y |, we have U ≥ 0. For u ≥ 1, we have

P(U = u) = P(|X − Y | = u)

= P(X − Y = ±u)

= 2P(X − Y = u)

= 2

∞∑
t=1

P(X = u+ t, Y = t)

= 2

∞∑
t=1

P(X = u+ t) P(Y = t)

= 2

∞∑
t=1

qu+t−1pqt−1p

= 2qup2
∞∑
t=1

q2t−2

= 2qup2 · 1

1− q2

= 2qup2 · 1

(1 + q)p

=
2qup

1 + q
,

and for u = 0,

P(U = 0) = P(X = Y )

=

∞∑
t=1

P(X = Y = t)

=

∞∑
t=1

P(X = t) P(Y = t)

=

∞∑
t=1

qt−1pqt−1p

= p2
∞∑
t=1

q2t−2

= p2 · 1

1− q2

=
p

1 + q
.
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Since W = min{X,Y }, we have W ≥ 1. For w ≥ 1, we have

P(W = w) = P(X = Y = w) + P(X = w, Y > X) + P(Y = w, Y < X)

= P(X = w, Y = w) + 2P(X = w, Y > X)

= P(X = w) P(Y = w) + 2

∞∑
r=w+1

P(X = w, Y = r)

= P(X = w) P(Y = w) + 2

∞∑
r=w+1

P(X = w) P(Y = r)

= qw−1pqw−1p+ 2

∞∑
r=w+1

qw−1pqr−1p

= q2w−2p2 + 2qw−2p2
∞∑

r=w+1

qr

= q2w−2p2 + 2qw−2p2qw+1 · 1

1− q

= q2w−2p2 + 2q2w−1p2 · 1
p

= q2w−2p2 + 2q2w−1p

= q2w−2p (p+ 2q)

= q2w−2p (1 + q) .

3. Since S = 2 and T = 3, the maximum of X and Y is 3, but they sum to 2, and this is impossible,
so

P(S = 2, T = 3) = 0.

However,

P(S = 2)P(T = 3) = (2− 1)q2−2p2 · pq3−1(2 + q3 − q3−1)

= p3q2(2 + q3 − q2)

̸= 0

= P(S = 2, T = 3),

as desired.

4. • U and W are independent. We split this into two cases of U to consider:

– When U = 0, X = Y , and hence W = X = Y . In this case,

P(U = 0,W = w) = P(X = Y = w) = q2w−2p2

and notice
P(U = 0)P(W = w) =

p

1 + q
· q2w−2p(1 + q) = p2q2w−2,

so
P(U = 0,W = w) = P(U = 0)P(W = w).

– When U = u ̸= 0,

P(U = u,W = w) = P(X = w, Y = w + u) + P(X = w + u, Y = w)

= 2P(X = w, Y = w + u)

= 2P(X = w) P(Y = w + u)

= 2qw−1pqw+u−1p

= 2q2w+u−2p2,

and

P(U = u) P(W = w) =
2qup

1 + q
· q2w−2p(1 + q) = 2q2w+u−2p2,

and so
P(U = u,W = w) = P(U = u) P(W = w).
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Hence, we can see that U and W are independent.

• U and S are not independent. Consider the case where S = 3 and U = 0. The event
S = 3, U = 0 is not possible since S = X +Y and U = |X − Y | must have the same odd-even
parity, giving

P(S = 3, U = 0) = 0.

On the other hand,

P(S = 3)P(U = 0) = 2qp2 · p

1 + q
=

2qp3

1 + p
̸= 0.

This means
P(S = 3, U = 0) ̸= P(S = 3)P(U = 0),

and hence U and S are not independent.

• U and T are not independent. Consider the case where U = 1 and T = 1. The event
U = 1, T = 1 implies that X = Y ± 1, and that the maximum of X and Y is 1, and hence
X = Y = 1, which is impossible. Hence,

P(U = 1, T = 1) = 0.

On the other hand,

P(U = 1)P(T = 1) =
2qp

1 + q
· p(2 + q − 1) = 2p2q ̸= 0.

This means
P(U = 1, T = 1) ̸= P(U = 1)P(T = 1),

and hence U and T are not independent.

• W and S are not independent. Consider the case where W = 2 and S = 2. On one hand, since
min{X,Y } = 2, and S = X + Y = max{X,Y }+min{X,Y } = 2, this means max{X,Y } = 0
which is impossible, and hence

P(W = 2, S = 2) = 0.

On the other hand,

P(W = 2)P(S = 2) = q2p(1 + q)(1)q0p2 = p3q2(1 + q) ̸= 0.

This means
P(W = 2, S = 2) = P(W = 2)P(S = 2).

• W and T are not independent. Consider the case where T = 1 and W = 2. Since T =
max{X,Y } = 1 and W = min{X,Y } = 2, the event T = 1,W = 2 is not possible, hence

P(T = 1,W = 2) = 0.

On the other hand,

P(T = 1)P(W = 2) = p(2 + q − 1)q2p(1 + q) = p2q2(1 + q)2 ̸= 0.

This means
P(T = 1,W = 2) ̸= P(T = 1)P(W = 2),

and hence W and T are not independent.

• S and T are not independent. Counter-example shown in the previous part.
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