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2023.2 Question 11

1. For some 1 ≤ i ≤ n, we have

P(Y = xi) = P(Y = Xi, Y = X1) + P(Y = Xi, Y = X2)

= P(Y = xi | Y = X1) · P(Y = X1) + P(Y = xi | Y = X2) · P(Y = X2)

= P(X1 = xi) · P(Y = X1) + P(X2 = Xi) · P(Y = x2)

= pai + qbi.

Hence,

E(Y ) =

n∑
i=1

xi P(Y = xi)

=

n∑
i=1

xi(pai + qbi)

= p

n∑
i=1

xiai + q

n∑
i=1

xibi

= pE(X1) + qE(X2)

= pµ1 + qµ2.

For the variance, we have

E(Y 2) =

n∑
i=1

x2
i P(Y = xi)

=

n∑
i=1

x2
i (pai + qbi)

= p

n∑
i=1

x2
i ai + q

n∑
i=1

x2
i bi

= pE(X2
1 ) + qE(X2

2 )

= p
(
E(X1)

2 +Var(X1)
)
+ q

(
E(X2)

2 +Var(X2)
)

= p
(
µ2
1 + σ2

1

)
+ q

(
µ2
2 + σ2

2

)
,

and hence

Var(Y ) = E(Y 2)− E(Y )2

= p
(
µ2
1 + σ2

1

)
+ q

(
µ2
2 + σ2

2

)
− (pµ1 + qµ2)

2

= pσ2
1 + qσ2

2 + pµ2
1 + qµ2

2 − p2µ2
1 − q2µ2

2 − 2pqµ1µ2

= pσ2
1 + qσ2

2 + p(1− p)µ2
1 + q(1− q)µ2

2 − 2pqµ1µ2

= pσ2
1 + qσ2

2 + pqµ2
1 + pqµ2

2 − 2pqµ1µ2

= pσ2
1 + qσ2

2 + pq (µ1 − µ2)
2
,

as desired.

2. We have

P(B = 1) =
1

2
· 1
6
+

1

2
· 5
6
=

1

2
.

Z1 is the sum of n independent values of B, and counts the number of times when B = 1.

Hence, Z1 ∼ B
(
n, 1

2

)
.

Since n ≫ 1, we have

Z1 ∼ B

(
n,

1

2

)
∼̇N

(n
2
,
n

4

)
.
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The probability of Z1 being within 10 percent of its mean is given by

P
(n
2
− n

20
≤ Z1 ≤ n

2
+

n

20

)
= P

(
−

n
20√
n
2

≤ Z ≤
n
20√
n
2

)

= P

(
−
√
n

20
≤ Z ≤

√
n

20

)
where Z ∼ N(0, 1) is the standard normal.

As n → ∞, −
√
n

20 → −∞, and
√
n

20 → ∞, and so the probability approaches P(−∞ < Z < ∞)
which is 1.

3. Let X1 ∼ B
(
n, 1

6

)
, and X2 ∼ B

(
n, 5

6

)
. Z2 has 1

2 chance of taking X1 and 1
2 chance of taking X2.

We have µ1 = n
6 , µ2 = 5n

6 , σ2
1 = σ2

2 = 5n
36 .

Hence,

E(Z2) =
1

2
· n
6
+

1

2
· 5n
6

=
n

2
,

and

Var(Z2) =
1

2
· 5n
36

+
1

2
· 5n
36

+
1

4

(
n

6
− 5n

6

)2

=
n2

9
+

5n

36
.

A normal approximation will not be a good approximation since in this case, Z2 is bimodal – it is
likely to take values close to n

6 or 5n
6 , but not near the mean n

2 .

The bounds within 10 percent of the mean is n
2 ± n

20 . We have

P
(n
2
− n

20
≤ Z2 ≤ n

2
+

n

20

)
=

1

2
P
(n
2
− n

20
≤ X1 ≤ n

2
+

n

20

)
+

1

2
P
(n
2
− n

20
≤ X2 ≤ n

2
+

n

20

)
=

1

2
P
(n
2
− n

20
≤ X1

)
+

1

2
P
(
X2 ≤ n

2
+

n

20

)
= P

(n
2
− n

20
≤ X1

)
.

Since n is large, we have X1 ∼ B
(
n, 1

6

)
∼̇N

(
n
6 ,

5n
36

)
, and hence

P
(n
2
− n

20
≤ X1

)
= P

(
Z ≥

n
2 − n

20 − n
6√

5n
6

)

= P

(
Z ≥ 30n− 3n− 10n

10
√
5n

)
= P

(
Z ≥ 17

√
n

10
√
5

)
,

and as n → ∞, 17
√
n

10
√
5
→ ∞, and hence the probability tends to 0, as desired.
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