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2021.3 Question 1

1. By using the chain rule, we have

dy

dx
=

dy/dt

dx/ dt

=
12 cos t− 12 sin2 t cos t

12 cos2 t sin t

=
cos t− sin2 t cos t

cos2 t sin t

=
1− sin2 t

cos t sin t

=
cos2 t

cos t sin t

=
cos t

sin t
= cot t.

Hence, at t = φ, the normal of this curve has gradient − tanφ, and hence it has equation

y −
(
12 sinφ− 4 sin3 φ

)
= − tanφ

(
x−

(
−4 cos3 φ

))
y − 12 sinφ+ 4 sin3 φ = − tanφx− 4 cos3 φ tanφ

cosφy − 12 sinφ cosφ+ 4 sin3 φ cosφ = − sinφx− 4 cos3 φ sinφ

sinφx+ cosφy = 12 sinφ cosφ− 4 sin3 φ cosφ− 4 cos3 φ sinφ

sinφx+ cosφy = 4 sinφ cosφ
(
3− sin2 φ− cos2 φ

)
sinφx+ cosφy = 8 sinφ cosφ.

The curve x
2
3 + y

2
3 = 4 can be parametrised as x = 8 cos3 t and y = 8 sin3 t:

x
2
3 + y

2
3 =

(
8 cos3 t

) 2
3 +

(
8 sin3 t

) 2
3

= 4 cos2 t+ 4 sin2 t

= 4.

Hence, the gradient of the tangent at a point is

dy

dx
=

dy/dt

dx/ dt

=
24 sin2 t cos t

−24 cos2 t sin t

= − tan t,

and the equation of the tangent at the point t = φ is

y − 8 sin3 φ = − tanφ
(
x− 8 cos3 φ

)
cosφy − 8 sin3 φ cosφ = − sinφx+ 8 cos3 φ sinφ

sinφx+ cosφy = 8 sinφ cosφ
(
sin2 φ+ cos2 φ

)
sinφx+ cosφy = 8 sinφ cosφ,

which shows the normal to the original curve is the tangent to this new curve at (8 cos3 φ, 8 sin3 φ).

2. By using the chain rule, we have

dy

dx
=

dy/dt

dx/ dt

=
cos t− cos t+ t sin t

− sin t+ sin t+ t cos t

=
t sin t

t cos t
= tan t.
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Hence, at t = φ, the normal of this curve has gradient − cotφ, and hence it has equation

y − (sinφ− φ cosφ) = − cotφ (x− (cosφ+ φ sinφ))

sinφy − sin2 φ+ φ sinφ cosφ = − cosφx+ cos2 φ+ φ sinφ cosφ

cosφx+ sinφy = sin2 φ+ cos2 φ

cosφx+ sinφy = 1.

The distance of this normal to the origin is

|cosφ · 0 + sinφ · 0− 1|√
cos2 φ+ sin2 φ

= 1,

which is a constant, and hence this curve is tangent to the unit circle x2 + y2 = 1.
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2021.3 Question 2

1. For the first row/component in ı̂,

(
1 −x x

)a
b
c

 = 1 · a+ (−x) · b+ x · c

= a+
−ab

b− c
=

ac

b− c

= a+
ac− ab

b− c

= a+ (−a)

= 0,

and this is similar for the remaining row and components. Hence, we have 1 −x x
y 1 −y
−z z 1

a
b
c

 =

0
0
0


as desired.

If the matrix  1 −x x
y 1 −y
−z z 1


is invertible, then we must havea

b
c

 =

 1 −x x
y 1 −y
−z z 1

−10
0
0

 =

0
0
0


which is impossible, since a, b and c are distinct.

Hence, this matrix is not invertible, and it must have a zero-determinant, meaning

0 = det

 1 −x x
y 1 −y
−z z 1


= 1 · 1 · 1 + (−x) · (−y) · (−z) + x · y · z − 1 · (−y) · z − (−x) · y · 1− x · 1 · (−z)

= 1− xyz + xyz + yz + xy + xz

= xy + yz + zx+ 1,

and hence
xy + yz + zx = −1.

Since (x+ y + z)2 ≥ 0, we have

0 ≤ (x+ y + z)2

= x2 + y2 + z2 + 2(xy + yz + zx)

=
a2

(b− c)2
+

b2

(c− a)2
+

c2

(a− b)2
+ 2 · (−1),

and hence
a2

(b− c)2
+

b2

(c− a)2
+

c2

(a− b)2
≥ 2,

as desired.
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2. Consider the matrix −2 x x
y −2 y
z z −2,


and for the first row/component in ı̂,

(
−2 x x

)a
b
c

 = (−2)a+ bx+ cx

= (−2)a+ (b+ c)x

= (−2)a+ 2a

= 0,

and similarly in the second and third rows/components, and hence−2 x x
y −2 y
z z −2,

a
b
c

 =

0
0
0

 .

By similar argument as before, this matrix must have a zero determinant as well, and hence

0 = det

−2 x x
y −2 y
z z −2,


= (−2)(−2)(−2) + xyz + xyz − (−2)yz − xy(−2)− x(−2)z

= −8 + 2xyz + 2xy + 2yz + 2zx,

and hence
xyz + xy + yz + zx = 4,

as desired.

Hence, consider

(x+ 1)(y + 1)(z + 1) = xyz + xy + yz + zx+ x+ y + z + 1 = 5 + x+ y + z.

Since a, b, c are all positive real numbers, x, y, z are as well, and hence x+ y + z > 0, giving

(x+ 1)(y + 1)(z + 1) > 5,

which means
2a+ b+ c

b+ c
· a+ 2b+ c

a+ c
· a+ b+ 2c

a+ b
> 5,

and hence
(2a+ b+ c)(a+ 2b+ c)(a+ b+ 2c) > 5(b+ c)(c+ a)(a+ b)

as desired.

Furthermore, notice that

x+ y + z =
2a

b+ c
+

2b

c+ a
+

2c

a+ b

>
2a

a+ b+ c
+

2b

a+ b+ c
+

2c

a+ b+ c

=
2(a+ b+ c)

a+ b+ c

= 2.

Hence,
(x+ 1)(y + 1)(z + 1) > 7,
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which means
2a+ b+ c

b+ c
· a+ 2b+ c

a+ c
· a+ b+ 2c

a+ b
> 7,

and hence
(2a+ b+ c)(a+ 2b+ c)(a+ b+ 2c) > 7(b+ c)(c+ a)(a+ b)

as desired.
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2021.3 Question 3

1. Notice that

LHS =
1

2
(In+1 + In−1)

=
1

2

(∫ β

0

(secx+ tanx)n+1 dx+

∫ β

0

(secx+ tanx)n−1 dx

)

=
1

2

∫ β

0

(secx+ tanx)n−1
[
(secx+ tanx)2 + 1

]
dx

=
1

2

∫ β

0

(secx+ tanx)n−1
(
sec2 x+ tan2 x+ 2 secx tanx+ 1

)
dx

=
1

2

∫ β

0

(secx+ tanx)n−1 · 2
(
sec2 x+ secx tanx

)
dx

=

∫ β

0

(secx+ tanx)n−1 d(secx+ tanx)

=
1

n
[(secx+ tanx)

n
]
β
0

=
1

n
((secβ + tanβ)

n − (sec 0 + tan 0)
n
)

=
1

n
((secβ + tanβ)

n − 1)

= RHS,

as desired.

To show the final part, we would like to show that

In <
1

2
(In+1 + In−1) =

1

n
((secβ + tanβ)

n − 1) ,

which is equivalent to showing
In+1 + In−1 − 2In > 0.

In+1 + In−1 − 2In

=

∫ β

0

(secx+ tanx)n+1 dx+

∫ β

0

(secx+ tanx)n−1 dx− 2

∫ β

0

(secx+ tanx)n dx

=

∫ β

0

(secx+ tanx)
n−1 (

2 sec2 x+ 2 secx tanx− 2 secx− 2 tanx
)

=

∫ β

0

(secx+ tanx)
n−1 (

sec2 x+ tan2 x+ 2 secx tanx− 2 secx− 2 tanx+ 1
)

=

∫ β

0

(secx+ tanx)
n−1

[
(secx+ tanx)

2 − 2 (secx+ 2 tanx) + 1
]

=

∫ β

0

(secx+ tanx)
n−1

((secx+ tanx)− 1)
2
.

For 0 ≤ x < π
2 , secx > 0, tanx > 0, and so secx+ tanx > 0, (secx+ tanx)

n−1
> 0.

Also, secx = 1
cos x > 1

1 = 1, and hence secx+ tanx− 1 > 0, so ((secx+ tanx)− 1)
2
> 0.

Hence, the integrand is greater than 0 on (0, β) ⊆
(
0, π

2

)
.

This shows that the desired equation is greater than 0, and hence, we have the desired inequality
as desired.
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2. Notice that

1

2
(Jn+1 + Jn−1) =

1

2

∫ β

0

(secx cosβ + tanx)n−1
[
(secx cosβ + tanx)

2
+ 1
]
dx

=
1

2

∫ β

0

(secx cosβ + tanx)n−1
[
sec2 x cos2 β + tan2 x+ 2 secx tanx cosβ + 1

]
dx

=
1

2

∫ β

0

(secx cosβ + tanx)n−1
(
sec2 x cos2 β + sec2 x+ 2 secx tanx cosβ

)
dx

=
1

2

∫ β

0

(secx cosβ + tanx)n−1
(
2 sec2 x− sec2 x sin2 β + 2 secx tanx cosβ

)
dx

=

∫ β

0

(secx cosβ + tanx)n−1
(
sec2 x+ secx tanx cosβ

)
dx

− sin2 β

2

∫ β

0

(secx cosβ + tanx)n−1 sec2 x dx.

The first part of the integral integrates similarly:∫ β

0

(secx cosβ + tanx)n−1
(
sec2 x+ secx tanx cosβ

)
dx

=

∫ β

0

(secx cosβ + tanx)n−1 d (secx cosβ + tanx)

=
1

n
[(secx cosβ + tanx)

n
]
β
0

=
1

n
[(secβ cosβ + tanβ)

n − (sec 0 cosβ + tan 0)
n
]

=
1

n
[(1 + tanβ)n − cosn β] .

The second part of the integral has a positive integrand over (0, β), and hence the integral is
positive, which means

1

2
(Jn+1 + Jn−1) >

∫ β

0

(secx cosβ + tanx)n−1
(
sec2 x+ secx tanx cosβ

)
dx

=
1

n
[(1 + tanβ)n − cosn β] .

We would like to show that Jn+1 + Jn−1 − 2Jn > 0 similar as before to show the final result. Note
that

Jn+1 + Jn−1 − 2Jn

=

∫ β

0

(secx cosβ + tanx)
n−1

[
(secx cosβ + tanx)

2
+ 1− 2 (secx cosβ + tanx)

]
dx

=

∫ β

0

(secx cosβ + tanx)
n−1

[(secx cosβ + tanx)− 1]
2
dx

> 0,

and hence Jn < 1
2 (Jn+1 + Jn−1), which shows

Jn <
1

n
((1 + tanβ)n − cosn β) ,

as desired.
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2021.3 Question 4

1. Since θ is the angle between a and b, we have

cos θ =
a · b
|a||b|

= a · b.

Let λ be the angle between m and a. Hence,

cosλ =
a ·m
|a||m|

=
a · 1

2 (a+ b)

|m|

=
a · (a+ b)

|a+ b|

=
1 + a · b
|a+ b|

=
1 + cos θ

|a+ b|
.

Similarly, let µ be the angle between m and b, and we must have

cosλ = cosµ =
1 + cos θ

|a+ b|
.

Since 0 ≤ λ, µ ≤ π, and cos is one-to-one when restricted to [0, π], we must have λ = µ, which
shows that m bisects the angle between a and b.

2. We must have cosα = a · c, and cosβ = b · c.
By definition of the projection, we have

a1 = a− (a · c) c
= a− cosαc,

and hence

a1 · c = a · c− cosαc · c
= cosα− cosα

= 0,

as desired.

Notice that

|a1|2 = a1 · a1
= (a− cosαc) · (a− cosαc)

= a · a− 2 cosαa · c+ cos2 αc · c
= 1− 2 cos2 α+ cos2 α

= 1− cos2 α

= sin2 α.

Since |a1| ≥ 0, and 0 < α < π
2 , sinα > 0, we must have

|a1| = |sinα| = sinα.
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The angle φ is given by

cosφ =
a1 · b1

|a1||b1|

=
(a− cosαc) · (b− cosβc)

sinα sinβ

=
a · b− cosαb · c− cosβa · c+ cosα cosβcc

sinα sinβ

=
cos θ − cosα cosβ − cosβ cosα+ cosβ cosα

sinα sinβ

=
cos θ − cosα cosβ

sinα sinβ
.

3. By definition of a projection, we have

m1 = m− (m · c)c

=
1

2
(a+ b)−

(
1

2
(a+ b) · c

)
c

=
1

2
(a+ b)−

(
1

2
(cosα+ cosβ)

)
c

=
1

2
(a1 + b1) .

Let ν be the angle between m1 and a1, we have

cos ν =
m1 · a1
|m1||a1|

=
1
2 (a1 + b1) · a1
1
2 |a1 + b1| sinα

=
a1 · a1 + b1 · a1
|a1 + b1| sinα

=
sin2 α+ cosφ sinα sinβ

|a1 + b1| sinα

=
sin2 α+ cos θ − cosα cosβ

|a1 + b1| sinα
.

Similarly, let τ be the angle between m1 and b1, we have

cos τ =
sin2 β + cos θ − cosα cosβ

|a1 + b1| sinβ
.

Since 0 ≤ ν, τ ≤ π, ν = τ if and only if

cos ν = cos τ

sin2 α+ cos θ − cosα cosβ

|a1 + b1| sinα
=

sin2 β + cos θ − cosα cosβ

|a1 + b1| sinβ
sinβ

(
sin2 α+ cos θ − cosα cosβ

)
= sinα

(
sin2 β + cos θ − cosα cosβ

)
sinα sinβ(sinα− sinβ) + cosα cosβ(sinα− sinβ) = cos θ(sinα− sinβ)

(sinα sinβ + cosα cosβ)(sinα− sinβ) = cos θ(sinα− sinβ)

(cos(α− β)− cos θ) (sinα− sinβ) = 0.

This is if and only if sinα = sinβ, or cos θ = cos(α− β).

Since 0 < α, β < π
2 , and sin is one-to-one when restricted to

(
0, π

2

)
, the first condition is true if

and only if α = β.

Hence, m1 bisects the angle between a1 and b1 if and only if α = β or cos θ = cos(α − β), as
desired.
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2021.3 Question 5

1. When the curves meet, the r values and the θ values must be both equal, and hence

a+ 2 cos θ = 2 + cos 2θ

a+ 2 cos θ = 2 + 2 cos2 θ − 1

2 cos2 θ − 2 cos θ + 1− a = 0,

as desired.

By differentiating with respect to theta, for the two curves to touch, we must have

d

dθ
(a+ 2 cos θ) =

d

dθ
(2 + cos 2θ)

−2 sin θ = −2 sin 2θ

sin θ = sin 2θ

sin θ = 2 sin θ cos θ

sin θ(2 cos θ − 1) = 0.

This means, either for the value of sin θ = 0 it satisfies the first equation, or for the value of
2 cos θ − 1 = 0 it satisfies the first equation.

For the first case, we must have cos θ = ±1, and hence

a = 2 cos2 θ − 2 cos θ + 1

= 2(±1)2 − 2(±1) + 1

= 3± 2,

and so a = 1 or a = 5.

For the second case, we have cos θ = 1
2 , and hence

a = 2 cos2 θ − 2 cos θ + 1

= 2

(
1

2

)2

− 2

(
1

2

)
+ 1

=
1

2
,

as desired.

2. For the case where a = 1
2 , the curves meet precisely for cos θ = 1

2 only, and hence θ = ±π
3 , which

gives r = 1
2 + 1 = 3

2 .

Both curves are symmetric about the initial line, since cos is an even function.

When θ = 0, r1 = a+ 2 = 5
2 , and r2 = 2 + 1 = 3.

For r1, since r ≥ 0, we must have

1

2
+ 2 cos θ ≥ 0

cos θ ≥ −1

4
,

which means it only exists for

− arccos

(
−1

4

)
≤ θ ≤ arccos

(
−1

4

)
.

When θ = ±π
2 , r1 = 1

2 + 2 cos±π
2 = 1

2 .

For all values of θ, we must have r2 ≥ 0. When θ = π, r2 = 2 + 1 = 3, and for θ = ±π
2 ,

r1 = 1
2 + cos±π

2 = 1
2 , r2 = 2 + cos±π = 1.

Hence, the two curves are as follows. All coordinates are in (r, θ).
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θ = 0

θ = − arccos
(
− 1

4

)

θ = arccos
(
− 1

4

)

θ = π

θ = π
2

θ = −π
2

O (
5
2 , 0
)

(3, 0)(3, π)

(
1
2 ,

π
2

)
(
1
2 ,−

π
2

)

(
1, π

2

)

(
1,−π

2

)

(
3
2 ,

π
3

)

(
3
2 ,−

π
3

)

3. • a = 1. For r1, since r ≥ 0, we must have

1 + 2 cos θ ≥ 0

cos θ ≥ −1

2
,

which means − 2
3π ≤ θ ≤ 2

3π.

The two curves meet when

2 cos2 θ − 2 cos θ = 0

cos θ(cos θ − 1) = 0,

which is when cos θ = 0 or cos θ = 1.

For cos θ = 0, this means θ = ±π
2 , and r = 1. For this value of θ, the two curves cross.

For cos θ = 1, this means θ = 0, and r = 3. For this value of θ, the two curves touch.
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θ = 0

θ = − 2π
3

θ = 2π
3

θ = π

θ = π
2

θ = −π
2

O
(3, 0)(3, π)

(
1, π

2

)

(
1,−π

2

)

• a = 5. For r1, r ≥ 0 for all θ.

The two curves meet when

2 cos2 θ − 2 cos θ = 4

cos2 θ − cos θ − 2 = 0

(cos θ − 2)(cos θ + 1) = 0,

which is when cos θ = −1, since cos θ ̸= 2.

For cos θ = −1, this means θ = π, and r = 3. For this value of θ, the two curves touch.

When θ = 0, r1 = 5 + 2 = 7, and r2 = 2 + 1 = 3. When θ = ± 1
2π, r1 = 5 + 2 cos± 1

2π = 5,
r2 = 2 + cos±π = 1.
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θ = 0θ = π

θ = π
2

θ = −π
2

O
(7, 0)(3, 0)(3, π)

(
5, π

2

)

(
5,−π

2

)

(
1, π

2

)
(
1,−π

2

)
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2021.3 Question 6

1. By multiplying by cotα on top and bottom of the fraction, we have

fα(x) = arctan

(
x+ cotα

1− x cotα

)
= arctan

(
x+ tan

(
π
2 − α

)
1− x tan

(
π
2 − α

))
= arctan tan

(
arctanx+

π

2
− α

)
.

Since arctanx ∈
(
−π

2 , α
)
∪
(
α, π

2

)
, we have

arctanx+
π

2
− α ∈

(
−α,

π

2

)
∪
(π
2
, π − α

)
.

Hence, we can simplify this to

fα(x) = arctan tan
(
arctanx+

π

2
− α

)
=

{
arctanx+ π

2 − α, x < tanα,

arctanx− π
2 − α, x > tanα.

Hence, by differentiating with respect to x, the constants differentiate to 0, and hence

f ′
α(x) =

d

dx
arctanx

=
1

1 + x2
,

as desired.

The graph consists of 2 branches of arctan, as the simplified expressions suggests. We have the
following limiting behaviours of fα:

lim
x→−∞

fα(x) = lim
x→−∞

arctanx+
π

2
− α = −α,

lim
x→tanα−

fα(x) =
π

2
,

lim
x→tanα+

fα(x) = −π

2
,

lim
x→∞

fα(x) = lim
x→∞

arctanx− π

2
− α = −α,

which shows that fα has a horizontal asymptote with equation y = −α.

For the intersection with the y-axis,

fα(0) = arctan 0 +
π

2
− α =

π

2
− α,

and for the intersection with the x-axis,

fα(x) = 0 ⇐⇒ x tanα+ 1 = 0 ⇐⇒ x = − cotα.

The graph looks as follows.

x

y

O

y = −α

(
0, π

2 − α
)

(0,− cotα)

(
tanα, π

2

)

(
tanα,−π

2

)
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The domain of this new graph is x ∈ R\{tanα, tanβ}. By considering the functions in the different
corresponding ranges, we have

fα(x)− fβ(x) =


(
arctan(x) + π

2 − α
)
−
(
arctan(x) + π

2 − β
)
= β − α, x < tanα,(

arctan(x)− π
2 − α

)
−
(
arctan(x) + π

2 − β
)
= β − α− π, tanα < x < tanβ,(

arctan(x)− π
2 − α

)
−
(
arctan(x)− π

2 − β
)
= β − α, tanβ < x.

Hence, the graph looks as follows.

x

y

O

β − α

β − α− π

tanα tanβ

2. By differentiation, we have

g′(x) =
1

1− sin2 x
cosx− 1√

1 + tan2 x
sec2 x

=
cosx

cos2 x
− sec2 x

|secx|
= secx− |secx|

=

{
secx− secx = 0, 0 ≤ x < 1

2π or 3
2π < x ≤ 2π,

secx− (− secx) = 2 secx, 1
2π < x < 3

2π,

since secx takes the same sign as cosx, which is negative when 1
2π < x < 3

2π, and positive when
0 ≤ x < 1

2π or 3
2π < x ≤ 2π within the range.

For 1
2π < x < 3

2π, we must have

g(x) = ln|tanx+ secx|+ C = ln (− tanx− secx) + C,

and by verifying
g(π) = artanh(0)− arsinh(0) = 0,

we can see C = 0.

Hence, for 0 ≤ x < 1
2π and 3

2π < x ≤ 2π respectively, g(x) is constant, and notice that

g(0) = g(2π) = 0,

and hence

g(x) =

{
ln (− tanx− secx) , 1

2π < x < 3
2π,

0, 0 ≤ x < 1
2π or 3

2π ≤ 2π.
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x

y

O π
2

3π
2

π 2π

Eason Shao Page 336 of 430



STEP Project Year 2021 Paper 3

2021.3 Question 7

1. Notice that

z =
exp(iθ) + exp(iφ)

exp(iθ)− exp(iφ)

=
exp(iθ) + exp(iφ)

exp(iθ)− exp(iφ)
· exp(−iθ)− exp(−iφ)

exp(−iθ)− exp(−iφ)

=
1 + exp(iφ− iθ)− exp(iθ − iφ)− 1

1− exp(iθ − iφ)− exp(iφ− iθ) + 1

=
exp(i(φ− θ))− exp(−i(φ− θ))

2− exp(−i(φ− θ))− exp(i(φ− θ))

=
2i sin(φ− θ)

2− 2 cos(φ− θ)

=
i sin(φ− θ)

1− cos(φ− θ)

=
i · 2 sin φ−θ

2 cos φ−θ
2

1− (1− 2 sin2 φ−θ
2 )

=
2i sin φ−θ

2 cos φ−θ
2

2 sin2 φ−θ
2

= i cot
φ− θ

2
,

as desired.

The modulus of z is
∣∣∣cot φ−θ

2

∣∣∣. The argument of z is ±π
2 .

2. Let a = exp(iα), and b = exp(iβ), where a− b ̸= 2nπ for integer n (this ensures that A and B are
distinct). We must have x = a+ b = exp(iα) + exp(iβ), and b− a = exp(iβ)− exp(iα).

The vectors representing the two complex numbers are perpendicular, if and only if their argument
differ by ±π

2 , if and only if their ratio has argument ±π
2 . Notice that the ratios

OX

AB
=

a+ b

b− a

=
exp(iα) + exp(iβ)

exp(iβ)− exp(iα)

takes the same form as z before, and hence has argument ±π
2 . This hence means OX is perpen-

dicular to AB.

3. Similarly, let a = exp(iα), b = exp(iβ), and c = exp(iγ), where no pair of α, β and γ differ by some
multiple of 2π (which ensures that A,B,C are distinct points).

If H is the orthocentre of triangle ABC, then

h = a+ b+ c = exp(iα) + exp(iβ) + exp(iγ),

and hence
AH = h− a = b+ c = exp(iβ) + exp(iγ),

BC = c− b = exp(iγ)− exp(iβ).

If h ̸= a, then AH = b + c ̸= 0, then the angle between AH and BC is given by the argument of
the ratio of the complex numbers representing them, and notice

AH

BC
=

exp(iβ) + exp(iγ)

exp(iγ)− exp(iβ)
,

which takes the same form of z in the first part. Hence, the argument of this must be ±π
2 since

b+ c ̸= 0, which shows that AH is perpendicular to BC.

This means that either h = a, or AH is perpendicular to BC, as desired.
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4. Similarly, let a = exp(iα), b = exp(iβ), c = exp(iγ) and d = exp(iδ), where no pair of α, β, γ and
δ differ by some multiple of 2π (which ensures that A,B,C,D are distinct points). Hence,

q = b+ c+ d = exp(iβ) + exp(iγ) + exp(iδ),

and the midpoint of AQ, M , represented by complex number m, is given by

m =
a+ b+ c+ d

2
.

By symmetry, the midpoint of BR, CS and DP must also be M .

This means that by an enlargement of scale factor −1 about M , A will be transformed to Q, B to
R, C to S, and D to P .

Hence, ABCD is transformed to PQRS by an enlargement of scale factor −1, with centre of
enlargement being a+b+c+d

4 , the midpoint of AQ.
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2021.3 Question 8

1. We show this by induction on n.

We first consider the base case where n = 1. Notice LHS = x1 = a, and

RHS = 2 + 41−1(a− 2) = 2 + (a− 2) = a.

Hence, LHS ≥ RHS is true.

Now, assume that the original statement

xn ≥ 2 + 4n−1(a− 2)

is true for some n = k.

Consider the case where n = k + 1. We first notice that since a > 2, we must have

xn ≥ 2 + 4n−1(a− 2) > 0.

Hence, we have

LHS = xk+1

= x2
k − 2

≥
(
2 + 4k−1(a− 2)

)2 − 2

= 4 + 42k−2(a− 2)2 + 4 · 4k−1(a− 2)− 2

= 2 + 4k(a− 2) + 42k−2(a− 2)2

> 2 + 4(k+1)−1(a− 2)

= RHS,

and this shows that the original statement is true for the case n = k + 1 as well.

Hence, the original statement is true for the base case n = 1, and given it holds for n = k, it holds
for n = k+1. By the principle of mathematical induction, it must hold for all integers n ≥ 1 given
a > 2, as desired.

2. • If direction. We are given that |a| > 2. If a < 0, we must have a < −2, but notice that for
x1 = a, x2 = a2 − 2, and for x1 = −a, x2 = (−a)2 − 2 = a2 − 2. Hence, if the first term only
differs by a plus/minus sign, all the terms including and after the second term will behave
identically. This means we only have to consider the case a > 2, and since

xn ≥ 2 + 4n−1(a− 2),

and the right-hand side diverges to ∞ as n → ∞, we can conclude that

lim
n→∞

xn = ∞,

as desired.

• Only-if direction. We attempt to prove the contrapositive of the only-if direction, i.e. given
that |a| ≤ 2, we want to show that xn does not diverge to ∞.

We would like to show that |xn| ≤ 2 for all n ∈ N.
The base case where n = 1 is true, since 0 ≤ a ≤ 2.

Now, assume that this is true for some n = k, i.e.

|xn| ≤ 2 ⇐⇒ −2 ≤ xn ≤ 2 ⇐⇒ 0 ≤ x2
n ≤ 4.

For n = k + 1,
xn = xk+1 = x2

k − 2,

and hence
−2 ≤ xk+1 ≤ 2 ⇐⇒ |xk+1| ≤ 2.
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So this statement is true for the base case where n = 1, and given it holds for some n = k it
holds for the case n = k+1. Hence, by the principle of mathematical induction, this statement
is true for all n ∈ N.
This means that xn is bounded above and below, and hence it cannot diverge to infinity. This
proves the contrapositive of the only-if direction, and hence the only-if direction is true.

In conclusion, we have shown that xn → ∞ as n → ∞ if and only if |a| > 2.

3. If this is true for all n ≥ 1, then this is true for n = 1. On one hand,

y1 =
Ax1

x2
=

Aa

a2 − 2
,

and on the other hand

y1 =

√
x2
2 − 4

x2
=

√
(a2 − 2)2 − 4

a2 − 2
=

√
a4 − 4a2

a2 − 2
=

a
√
a2 − 4

a2 − 2
.

Hence, we must have

A =
√

a2 − 4

A2 = a2 − 4

a2 = A2 + 4

a =
√

A2 + 4,

since a > 2.

We still have to show that this a gives the desired relation for every n ≥ 1.

Notice that by definition,

yn+1 =
A
∏n+1

i=1 xi

xn+2

=
A
∏n

i=1

xn+1
·
x2
n+1

xn+2

= yn ·
x2
n+1

xn+2
.

We aim to show this by induction on n. The base case where n = 1 is shown above.

Now, assume that

yn =

√
x2
n+1 − 4

xn+1

for a certain value of n = k.

For n = k + 1,

yn = yk+1

= yk ·
x2
n+1

xn+2

= frac
√
x2
n+1 − 4xn+1 ·

x2
n+1

xn+2

=

√
x2
n+1 − 4xn+1

xn+2

=

√
x4
n+1 − 4x2

n+1

xn+2

=

√(
x2
n+1 − 2

)2 − 4

xn+2

=

√
x2
n+2 − 4

xn+2
,
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which is precisely the original statement for n = k + 1.

By the principle of mathematical induction, for a =
√
A2 + 4, we have shown that this desired

statement holds for the base case n = 1, and given that it holds for some n = k, we can show it
holds for n = k + 1. Hence, by the principle of mathematical induction, we have that

yn =

√
x2
n+1 − 4

xn+1

for every value of n ≥ 1 for this certain value of a =
√
A2 + 4.

Hence, for the value a =
√
A2 + 4, we have the statement holds for all n ≥ 1. We have also shown

that if the statement holds for all n ≥ 1, it must be the case that a =
√
A2 + 4. Hence, for precisely

this value of a =
√
A2 + 4, we have

yn =

√
x2
n+1 + 4

xn+1
.

For this value of a > 2, we have xn → ∞ as n → ∞. Hence,

yn =

√
x2
n+1 + 4

xn+1
=

√
1 +

4

x2
n+1

converges to 1 as n → ∞.
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2021.3 Question 11

1. From the definitions, X ∼ Exp(λ), and Y = ⌊X⌋.
Hence, for n ≥ 0,

P(Y = n) = P(⌊X⌋ = n)

= P(n ≤ X < n+ 1)

=

∫ n+1

n

f(x) dx

=

∫ n+1

n

λ · e−λx dx

=
[
−e−λx

]n+1

n

= −e−λ(n+1) + e−λn

= e−nλ
(
1− e−λ

)
,

as desired.

2. Since Z = X − Y , we know that Z = {X} where {x} stands for the fractional part of x.

Hence, for 0 ≤ z ≤ 1, we have

P(Z < z) = P({X} < z)

= P(X − Y < z)

=

∞∑
n=0

P(X < Y + z, Y = n)

=

∞∑
n=0

P(n ≤ X < n+ z)

=

∞∑
n=0

∫ n+z

n

λ · e−λx dx

=

∞∑
n=0

[
−e−λx

]n+z

n

=
∞∑

n=0

[
−e−λ(n+z) + e−λn

]
=

∞∑
n=0

e−nλ
(
1− e−λz

)
=
(
1− e−λz

) ∞∑
n=0

e−nλ

=
(
1− e−λz

)
· 1

1− e−λ

=
1− e−λz

1− e−λ
,

as desired.

3. It must be the case that 0 ≤ Z < 1, and the cumulative distribution function of Z is given by, for
0 ≤ z ≤ 1,

FZ(z) =
1− e−λz

1− e−λ
.

By differentiating with respect to z, we get the probability density function of Z is given by, for
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0 ≤ z ≤ 1,

fZ(z) = F ′
Z(z)

=
d

dz

1− e−λz

1− e−λ

=
1

1− e−λ
·
(
λ · e−λz

)
=

λe−λz

1− e−λ
,

and zero everywhere else.

Hence, the expectation is given by

E(Z) =

∫ 1

0

zfZ(z) dz

=

∫ 1

0

λze−λz

1− e−λ
dz

=
λ

1− e−λ

∫ 1

0

ze−λz dz

= − 1

1− e−λ

∫ 1

0

z de−λz

= − 1

1− e−λ

[(
ze−λz

)1
0
−
∫ 1

0

e−λz dz

]
= − 1

1− e−λ

[
ze−λz +

e−λz

λ

]1
0

= − 1

1− e−λ

[(
e−λ +

e−λ

λ

)
−
(
0 +

1

λ

)]
=

1
λ − e−λ

λ − e−λ

1− e−λ

=
1− e−λ − λe−λ

λ (1− e−λ)
.

4. Since 0 ≤ z1 < z2 ≤ 1, we have n ≤ n+ z1 < n+ z2 ≤ n+ 1, and hence

P(Y = n, z1 < Z < z2) = P(Y = n, z1 < X − Y < z2)

= P(n+ z1 < X < n+ z2)

=

∫ n+z2

n+z1

λ · e−λx

=
[
−e−λx

]n+z2

n+z1

= e−λ(n+z1) − e−λ(n+z2)

= e−λn
[
e−λz1 − e−λz2

]
.

On the other hand, notice

P(Y = n) P(z1 < Z < z2) = P(Y = n) (P(Z < z2)− P(Z − z1))

= (1− e−λ)e−nλ ·
[
1− e−λz2

1− e−λ
− 1− e−λz1

1− e−λ

]
= e−nλ

[(
1− e−λz2

)
−
(
1− e−λz1

)]
= e−nλ

[
e−λz1 − e−λz2

]
.

Hence, we have
P(Y = n, z1 < Z < z2) = P(Y = n) P(z1 < Z < z2),

and we can conclude that Y and Z are independent.
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2021.3 Question 12

1. Let Xi be the outcome of player i in a die roll. Then we have

Xij =

{
1, Xi = Xj ,

0, Xi ̸= Xj .

Hence, we have

P(Xij = 1) = P(Xi = Xj)

=

6∑
n=1

P(Xi = Xj = n)

=

6∑
n=1

P(Xi = n) P(Xj = n)

=

6∑
n=1

1

6
· 1
6

= 6 · 1
6
· 1
6

=
1

6
,

and hence P(Xij = 0) = 1− 1
6 = 5

6 . Furthermore,

E (Xij) =
1

6
· 1 =

1

6
,

and hence

Var (Xij) = E
(
X2

ij

)
− (Xij)

2
=

1

6
· 1−

(
1

6

)2

=
5

36
.

For any 1 ≤ i < j < k ≤ n, we have

P(Xij = 1, Xjk = 1) = P(Xi = Xj , Xj = Xk)

= P(Xi = Xj = Xk)

=

6∑
n=1

P(Xi = Xj = Xk = n)

=

6∑
n=1

P(Xi = n) P(Xj = n) P(Xk = n)

=

6∑
n=1

1

6
· 1
6
· 1
6

= 6 · 1
6
· 1
6
· 1
6

=
1

36
= P(Xij = 1)P(Xjk = 1),
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P(Xij = 1, Xjk = 0) = P(Xi = Xj , Xj ̸= Xk)

=

6∑
n=1

∑
m ̸=n

P(Xi = Xj = n,Xk = m)

=

6∑
n=1

∑
m ̸=n

P(Xi = n) P(Xj = n) P(Xk = m)

=

6∑
n=1

∑
m ̸=n

1

6
· 1
6
· 1
6

= 6 · 5 · 1
6
· 1
6
· 1
6

=
5

36
= P(Xij = 1)P(Xjk = 0),

P(Xij = 0, Xjk = 1) = P(Xi ̸= Xj , Xj = Xk)

=

6∑
n=1

∑
m ̸=n

P(Xi = m,Xj = Xk = m)

=
6∑

n=1

∑
m ̸=n

P(Xi = m) P(Xj = n) P(Xk = n)

=

6∑
n=1

∑
m ̸=n

1

6
· 1
6
· 1
6

= 6 · 5 · 1
6
· 1
6
· 1
6

=
5

36
= P(Xij = 0)P(Xjk = 1),

and

P(Xij = 0, Xjk = 0) = P(Xi ̸= Xj , Xj ̸= Xk)

=

6∑
n=1

∑
m ̸=n

∑
l ̸=n

P(Xi = m,Xj = n,Xk = l)

=

6∑
n=1

∑
m ̸=n

∑
l ̸=n

P(Xi = m) P(Xj = n) P(Xk = l)

=

6∑
n=1

∑
m ̸=n

∑
l ̸=n

1

6
· 1
6
· 1
6

= 6 · 5 · 5 · 1
6
· 1
6
· 1
6

=
25

36
= P(Xij = 0)P(Xjk = 0).

Hence, Xij and Xjk are independent, and therefore X12 is independent of X23.

Similarly, for 0 ≤ i < j < k ≤ n, we have Xij is independent of Xik, and Xik is independent of
Xjk. Furthermore, for 0 ≤ i < j ≤ n and 0 ≤ k < p ≤ n, where none of i, j, k, l are equal, we have
Xij is independent of Xkl since the outcomes are completely irrelevant and independent.

Hence, Xij s are pairwise independent. Let X be the total score:

X =
∑

0≤i<j≤n

Xij
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and hence we have

E(X) = E

 ∑
0≤i<j≤n

Xij


=

∑
0≤i<j≤n

E (Xij)

=
∑

0≤i<j≤n

·1
6

=

(
n

2

)
· 1
6

=
n(n− 1)

12
,

and

Var(X) = Var

 ∑
0≤i<j≤n

Xij


=

∑
0≤i<j≤n

Var (Xij)

=
∑

0≤i<j≤n

· 5
36

=

(
n

2

)
· 5

36

=
5n(n− 1)

72
,

2. Define

Y =

m∑
i=1

Yi,

and hence

E(Y ) = E

(
m∑
i=1

Yi

)
=

m∑
i=1

E(Yi) = 0.

Hence,

Var(Y ) = E
(
Y 2
)
− E(Y )2

= E

( m∑
i=1

Yi

)2


= E

 m∑
i=1

Y 2
i +

∑
i ̸=j

YiYj


= E

 m∑
i=1

Y 2
i + 2

∑
1≤i<j≤m

YiYj


= E

 m∑
i=1

Y 2
i + 2

m−1∑
i=1

m∑
j=i+1

YiYj


=

m∑
i=1

E
(
Y 2
i

)
+ 2

m−1∑
i=1

m∑
j=i+1

E (YiYj) ,

as desired.
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3. By definition, we have

Zij =


1, Xi = Xj is even,

−1, Xi = Xj is odd,

0, Xi ̸= Xj .

Hence, we have P(Zij = 0) = P(Xij = 0) = 5
6 , and

P(Zij = 1) = P(Zij = −1) =
1

2
(1− P(Zij = 0))

=
1

2
(1− P(Xij = 0))

=
1

2

(
1− 5

6

)
=

1

12
,

which means E (Zij) = 0.

Consider Z12 = 1 and Z23 = −1. If Z12 = 1 and Z23 = −1, this means X1 = X2 are both even,
and X2 = X3 are both odd. This is impossible, and hence

P(Z12 = 1, Z23 = −1) = 0.

On the other hand,

P(Z12 = 1)P(Z23 = −1) =
1

12
· 1

12
=

1

144
̸= 0,

and so Z12 and Z23 are not independent.

Notice that Xij = Z2
ij and so E

(
Z2
ij

)
= E(Xij) =

1
6 .

We can say for 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n, where none of i, j, k, l are equal, since Xi, Xj , Xk

and Xl are independent, we must have Zij is independent of Zkl, and hence

E (ZijZkl) = E (Zij) E (Zkl) = 0.

However, for 1 ≤ i < j < k ≤ n, we have

P(ZijZjk = −1) = P(Zij = 1, Zjk = −1) + P(Zij = −1, Zjk = 1) = 0.

For the event ZijZjk = 1, it must be Zij = Zjk = ±1, which is the event Xij = Xjk = 1, and
hence

P(ZijZjk = 1) = P(Xij = Xjk = 1) = P(Xij = 1)P(Xjk = 1) =
1

6
· 1
6
=

1

36
.

Hence, the only remaining case is ZijZjk = 0 which gives

P(ZijZjk = 0) = 1− 1

36
=

35

36
,

and hence

E (ZijZjk) =
1

36
.

Let Z be the total score
Z =

∑
1≤i<j≤n

Zij ,

and hence

E(Z) = E

 ∑
1≤i<j≤n

Zij

 =
∑

1≤i<j≤n

E (Zij) = 0.
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For the variance, the second part of the sum consists of the non-repeating pairwise products of Zij

and Zkl for 1 ≤ i, j, k, l ≤ n, i < j and k < l, and finally for non-repeating, i < k or i = k and
j < l. Let the indices be 1 ≤ i < j < k ≤ n, and the pairs must be one of the following three

(Zij , Zik) , (Zij , Zjk) , (Zik, Zjk)

and hence there are

3 ·
(
n

3

)
=

n(n− 1)(n− 2)

2

such pairs.

Hence,

Var(Z) =
∑

1≤i<j≤n

E
(
Z2
ij

)
+ 2 · n(n− 1)(n− 2)

2
· 1

36

=

(
n

2

)
· 1
6
+

n(n− 1)(n− 2)

36

=
n(n− 1)

12
+

n(n− 1)(n− 2)

36

=
n(n− 1)

36
· [3 + (n− 2)]

=
n(n− 1)

36
(n+ 1)

=
n(n2 − 1)

36
,

as desired.
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