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2018.2 Question 1

First, notice that x = 0 must not be a root to this quartic equation. Therefore, we can divide both sides
by x2, and the original equation is equivalent to

x2 +
1

x2
+ a

(
x+

1

x

)
+ b = 0,

and this rearranges to (
x+

1

x

)2

+ a

(
x+

1

x

)
+ (b− 2) = 0.

Notice that

k +
1

k
=

1

k−1
+ k−1 = k−1 +

1

k−1
,

so if x = k satisfies this equation, then x = k−1 also satisfies this equation.
Notice that the range of t = x+ 1

x for non-zero real x is t ∈ (−∞,−2] ∪ [2,∞).
Since it is given that all the roots are real, it must be the case that the quadratic equation

t2 + at+ (b− 2) = 0

produces two real roots situated within (−∞,−2] ∪ [2,∞).
Notice that for t ∈ (−∞,−2] ∪ [2,∞), the equation

x+
1

x
= t

has precisely two real roots for t ̸= ±2, and precisely one x = ±1 for t = ±2.

1. In this case, by the previous analysis, the only possibility is that x1 = x2 = x3 = x4 = ∓1. This
means that

x4 + ax3 + bx2 + ax+ 1 = (x± 1)4 = x4 ± 4x3 + 6x2 ± 4x+ 1,

and hence (a, b) = (±4, 6).

2. Since there are exactly three distinct roots for x, this means that the one which repeated must be
x1 = x2 = ±1, which leads to t1 = ±2, and those two which does not leads to t2 ̸= ±2.

Putting t1 = ±2 into the quadratic equation in t, we have

4± 2a+ (b− 2) = 0,

and hence
b = ∓2a− 2,

precisely as desired.

3. When b = 2a− 2, we have
t2 + at+ (2a− 4) = 0,

which solves to t1 = −2, t2 = −a+ 2.

For x+ 1
x = t1 = −2, this solves to x1 = x2 = −1.

For x+ 1
x = t2 = −a+ 2, this rearranges to

x2 + (a− 2)x+ 1 = 0,

and hence the two roots are

x3,4 =
−(a− 2)±

√
(a− 2)2 − 4

2
=

−a+ 2±
√
a2 − 4a

2
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4. We first look at necessary condition. Given the equation has precisely two roots, we have b =
±2a− 2, and hence the quadratic equation in t becomes

t2 + at+ (±2a− 4) = 0.

t1 = ∓2 must be a root, and notice that this factorises to

t2 + at+ (±2a− 4) = (t± 2)(t− (−a± 2)),

and hence the other root is t2 = −a± 2.

As discussed before, we must have that t2 < −2 or t2 > 2 to produce two distinct roots for x, and
hence

−a± 2 < −2 or − a± 2 > 2,

and hence
a∓ 2 > 2 or a∓ 2 < −2,

and hence
a > 2± 2 or a < −2± 2.

Therefore, a necessary condition is b = ±2a− 2, and a ∈ (−∞,−2± 2) ∪ (2± 2,∞).

We would like to show that this is a sufficient condition as well. If b = ±2a − 2 and a ∈
(−∞,−2± 2) ∪ (2± 2,∞), we have the quadratic in t simplifies to

t2 + at+ (±2a− 4) = (t± 2)(t− (−a± 2)) = 0.

This gives roots t1 = ∓2 which in turn gives x1 = x2 = ∓1, and t2 = −a± 2. In the second case,
since

a ∈ (−∞,−2± 2) ∪ (2± 2,∞) ,

we must have
a∓ 2 ∈ (−∞,−2) ∪ (2,∞)

and hence
−a± 2 ∈ (−∞,−2) ∪ (2,∞) .

This shows that there are two distinct xs corresponding to t2, both of which are not equal to ±1.

Hence, in this case, the original equation has 3 distinct roots precisely, and

b = ±2a− 2, a ∈ (−∞,−2± 2) ∪ (2± 2,∞)

is a necessary and sufficient condition for the original equation to have precisely 3 distinct real
roots.

The following is to simplify this to what is written in the mark scheme. b = ±2a− 2 is equivalent
to b+ 2 = ±2a, and (b+ 2)2 = 4a2.

The second part is equivalent to a∓ 2 ∈ (−∞,−2) ∪ (2,∞), i.e.

(a∓ 2)2 = a2 ∓ 4a+ 4 > 4,

i.e.
a2 > ±4a = 2± 2a = 2(b+ 2) = 2b+ 4,

precisely what is in the mark scheme.
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2018.2 Question 2

x

y

y = f(x)

x1 x2tx1 + (1− t)x2

tf(x1) + (1− t)f(x2)

f(tx1 + (1− t)x2)

f(x1)

f(x2)

If f ′′(x) < 0, this means f ′(x) is decreasing, i.e. the gradient of a tangent to the curve y = f(x) is
decreasing. Assume, B.W.O.C., that some f(x) satisfies this condition but is not convex. This means
that there exists some a < x1 < x2 < b and some 0 < t < 1 that

tf(x1) + (1− t)f(x2) ≥ f(tx1 + (1− t)x2).

This means that some point on the chord connecting (x1, f(x1)) and (x2, f(x2)) is above the graph of
the function at that point with x-coordinate tx1 + (1− t)x2. Hence, the gradient of that function must
be less than the gradient of the chord at that point, and since f ′′(x) < 0, the function must continue to
have a gradient of less than this, and hence cannot pass through (x2, f(x2)).

Hence, this triple of (x1, x2, t) does not exist, and the function f must be concave on (a, b).

1. Let x1 = 2u+v
3 and x2 = v+2w

3 , and let t = 1
2 . We can see that a < x1, x2 < b and hence we have

1

2
f(x1) +

1

2
f(x2) ≤ f

(
1

2
x1 +

1

2
x2

)
,

which gives
1

2
f

(
2u+ v

3

)
+

1

2
f

(
v + 2w

3

)
≤ f

(
u+ v + w

3

)
.

Let x1 = u and x2 = v, and let t = 2
3 . We have

2

3
f(u) +

1

3
f(v) ≤ f

(
2u+ v

3

)
,

and let x1 = w, x2 = v, and let t = 2
3 , we have

2

3
f(w) +

1

3
f(v) ≤ f

(
2w + v

3

)
.

Hence,

f

(
u+ v + w

3

)
≥ 1

2
f

(
2u+ v

3

)
+

1

2
f

(
v + 2w

3

)
≥ 1

2
·
[
2

3
f(u) +

1

3
f(v)

]
+

1

2
·
[
2

3
f(w) +

1

3
f(v)

]
=

1

3
[f(u) + f(v) + f(w)] ,

which shows exactly what is desired.
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2. Let a = 0 and b = π, and let f(x) = sinx. We aim to show that f is concave, and notice that

f ′′(x) = − sinx < 0

for all 0 < x < π, so it is concave on (0, π).

Angles in a triangle lie within (0, π), and they must sum up to π. Hence, by applying the previous
part, we have

sinA+ sinB + sinC ≤ 3 sin

(
A+B + C

3

)
= 3 sin

(π
3

)
=

3
√
3

2
,

as desired.

3. We keep a = 0 and b = π, and let f(x) = ln sinx. Note that

f ′(x) =
cosx

sinx
= cotx,

and hence
f ′′(x) = − csc2 x < 0

which shows that f is concave on (0, π).

Hence,

ln(sinA sinB sinC) = ln sinA+ ln sinB + ln sinC

≤ 3 ln sin

(
A+B + C

3

)
= 3 ln sin

(π
3

)
= 3 ln

√
3

2

= ln
3
√
3

8
.

Since ln is a strictly increasing function, we can then conclude that

sinA sinB sinC ≤ 3
√
3

8
,

as desired.
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2018.2 Question 3

1. Notice that

f ′(x) = − sec2 x

(1 + tanx)
2

= − 1

cos2 x (1 + tanx)
2

= − 1

(sinx+ cosx)
2

= − 1

sin2 x+ cos2 x+ 2 sinx cosx

= − 1

1 + sin 2x
,

as desired.

Since 0 ≤ x < 1
2π, 0 ≤ 2x < π, and hence 0 ≤ sin 2x ≤ 1.

This means that −1 ≤ f ′(x) ≤ − 1
2 .

sin 2x increases on
(
0, π

4

)
and decreases on

(
π
4 ,

π
2

)
.

Hence, the graph must look as follows.

y

x
O

1

π
4

1
2

π
2

2. If y = g(x) has rotational symmetry about (a, b), then this means if point (a + x, b+ y) is on the
graph, then the point (a− x, b− y) is on the graph as well.

This means that g(a + x) + g(a − x) = (b + y) + (b − y) = 2b, and setting x′ = a + x gives
g(x′) + g(2a− x′) = 2b gives precisely what is desired.

On the other hand, if for all x, g(x) + g(2a− x) = 2b, then points (x, g(x)) and (2a− x, g(2a− x))
on the graph, have midpoint(

x+ (2a− x)

2
,
g(x) + g(2a− x)

2

)
= (a, b)

is the desired centre of symmetry. This means each point on the graph corresponds to another
point on the graph when mirrored through the desired centre of symmetry, showing it has rotational
symmetry of order 2 about that point, precisely as desired.

The integral evaluates to zero.
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3. We would like to show that this function has rotational symmetry about the point
(
π
4 ,

1
2

)
. Notice

that

y|x + y|2·π4 −x =
1

1 + tank x
+

1

1 + tank
(
π
2 − x

)
=

1

1 + tank x
+

1

1 + cotk x

=
1

1 + tank x
+

tank x

tank x+ 1

=
1 + tank x

1 + tank x

= 1

= 2 · 1
2
,

which shows the rotational symmetry.

Hence, ∫ 1
3π

1
6π

1

1 + tank x
dx =

∫ 1
4π

1
6π

y|x dx+

∫ 1
3π

1
4π

y|x dx

=

∫ 1
4π

1
6π

y|x dx+

∫ 1
4π

1
6π

y|π
2 −x dx

=

∫ 1
4π

1
6π

[
y|x + y|2·π4 −x

]
dx

=

∫ 1
4π

1
6π

dx

=
1

4
π − 1

6
π

=
1

12
π.
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2018.2 Question 4

1. By the identity, we have

cosx+ cos 4x = 2 cos
5

2
x cos

3

2
x,

and

cos 2x+ cos 3x = 2 cos
5

2
x cos

1

2
x.

Hence, we have

cosx+ 3 cos 2x+ 3 cos 3x = 2 cos
5

2
x

(
cos

3

2
x+ 3 cos

1

2
x

)
= 0.

Hence, either

cos
5

2
x = 0,

or

cos
3

2
x+ 3 cos

1

2
x = 0.

In the first case, we have 5
2x = 1

2π + kπ for k ∈ Z, and hence

x =
1 + 2k

5
· π.

Since 0 ≤ x ≤ 2π, we have

0 ≤ 1 + 2k

5
≤ 2,

and hence
0 ≤ 1 + 2k ≤ 10,

giving k = 0, 1, 2, 3, 4. Hence, the solutions are

x =
1

5
π, x =

3

5
π, x = π, x =

7

5
π, x =

9

5
π.

In the second case, notice that

cos 3t = cos(2t+ t)

= cos 2t cos t− sin 2t sin t

= (cos2 t− sin2 t) cos t− 2 sin2 t cos t

= cos3 t− 3 sin2 cos t.

Hence,

cos
3

2
x+ 3 cos

1

2
x = 0 ⇐⇒ cos3

1

2
x− 3 sin2

1

2
x cos

1

2
x+ 3 cos

1

2
x = 0,

and using the identity sin2 t+ cos2 t = 1, this simplifies to

cos3
1

2
x+ 3 cos3

1

2
x = 0,

which is

cos
1

2
x = 0.

This gives
1

2
x =

π

2
+ kπ

for k ∈ Z, and hence
x = (1 + 2k)π.

Since 0 ≤ x ≤ 2π, the only k valid is k = 0, and this solves to x = π.

Hence, all the solutions to this equation is

x ∈
{
1

5
π,

3

5
π, π,

7

5
π,

9

5
π

}
.
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2. Using the given identity, we have

cos(x+ y) + cos(x− y) = 2 cosx cos y.

Hence, the original equation simplifies to

2 cosx cos y − cos 2x = 1.

Using the identity cos 2x = 2 cos2 x− 1, and this gives

2 cosx cos y − (2 cos2 x− 1) = 1,

and hence
2 cosx cos y − 2 cos2 x = 0,

which means
cosx(cos y − cosx) = 0,

and hence cosx = 0 or cos y − cosx = 0.

The first one gives us x = π
2 in the range x ∈ [0, π].

Since cos is one-to-one when restricted to [0, π], the second one is equivalent to cos y = cosx which
is equivalent to x = y.

The specific value is x = π
2 .

3. Using the identity given, we have

cosx+ cos y = 2 cos
x+ y

2
cos

x− y

2
,

and

cos(x+ y) = 2 cos2
x+ y

2
− 1.

Let u = x+y
2 and v = x−y

2 . We have 0 ≤ u ≤ π and −π
2 ≤ v ≤ π

2 , and the original equation
simplifies to

2 cosu cos v − 2 cos2 u+ 1 =
3

2
,

and hence
4 cosu cos v − 4 cos2 u+ 2 = 3,

and
4 cos2 u− 4 cosu cos v + 1 = 0.

Since 1 = cos2 v + sin2 v, we have

4 cos2 u− 4 cosu cos v + cos2 v = − sin2 v,

and hence
(2 cosu− cos v)2 = − sin2 v.

The left-hand side is non-negative, and the right-hand side is non-positive. Hence, the only way
for the equal sign to take place is when both sides are zero, which is

2 cosu = cos v, sin v = 0.

Within this range of v, the only case where sin v = 0 is when v = 0, and hence 2 cosu = 1,
cosu = 1

2 , leading to u = π
3 .

Hence, x = u+ v = π
3 , and y = u− v = π

3 , and the only solution is

(x, y) =
(π
3
,
π

3

)
.
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2018.2 Question 5

1. For |x| < 1, we have

1

1 + x
= 1− x+ x2 − x3 + · · · =

∞∑
t=0

(−x)t.

Since ln(1 + x) differentiates to 1
1+x , by integration, we have

ln(1 + x) =

∫
1

1 + x
dx

=

∫ ∞∑
t=0

(−x)t dx

=

∞∑
t=0

(−1)t
∫

xt dx

= C +

∞∑
t=0

(−1)t
xt+1

t+ 1

= C −
∞∑
t=1

(−x)t

t
.

Let x = 0, and we see ln(1 + x) = ln 1 = 0, and the sum on the right-hand side evaluates to 0, and
hence C = 0. This gives the Maclaurin expansion for ln(1 + x)

ln(1 + x) = −
∞∑
t=1

(−x)t

t
.

2. We have

e−ax =

∞∑
t=0

(−ax)t

t!
,

and hence ∫ ∞

0

(1− e−ax)e−x

x
dx

=

∫ ∞

0

−
∑∞

t=1
(−ax)t

t! · e−x

x
dx

=

∞∑
t=1

∫ ∞

0

−(−ax)te−x

t!x
dx

=

∞∑
t=1

∫ ∞

0

(−x)t−1ate−x

t!
dx

=

∞∑
t=1

(−1)t−1at

t!

∫ ∞

0

xt−1e−x dx.

We aim to find an expression for

It =

∫ ∞

0

xte−x dx.
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Using integration by parts, we have

It =

∫ ∞

0

xte−x dx

= −
∫ ∞

0

xt de−x

= −
[
(xte−x)∞0 −

∫ ∞

0

e−x dxt

]
= t

∫ ∞

0

e−xxt−1 dx

= tIt−1,

and further noticing that

I0 =

∫ ∞

0

e−x dx =
[
−e−x

]∞
0

= 1,

we can see
It = t!,

and hence ∫ ∞

0

(1− e−ax)e−x

x
dx

=

∞∑
t=1

(−1)t−1at

t!

∫ ∞

0

xt−1e−x dx

=

∞∑
t=1

(−1)t−1at

t!
(t− 1)!

=

∞∑
t=1

(−1)t−1at

t

= −
∞∑
t=1

(−a)t

t

= ln(1 + a),

precisely as desired.

3. Using a substitution x = e−u, when x = 1, u = 0, and when x → 0+, u → ∞. Also,

dx

du
= −e−u,

and hence ∫ 1

0

xp − xq

lnx
dx

=

∫ 0

∞

e−up − e−uq

ln e−u
· (−e−u) du

=

∫ 0

∞

(e−up − e−uq) e−u

u
du

=

∫ ∞

0

[(1− e−up) + (1− e−uq)] e−u

u
du

=

∫ ∞

0

(1− e−up) e−u

u
du−

∫ ∞

0

(1− e−uq) e−u

u
du

= ln(1 + p)− ln(1 + q).
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2018.2 Question 6

1. Notice that for n ≥ 5, n! = 5 · 4! · 6 · 7 · · ·n, and n! = 5k for k = 4! · 6 · 7 · · ·n > 1 is an integer.

Therefore,
n! + 5 = 5k + 5 = 5(k + 1)

is a multiple of two integers greater than 1, and hence p cannot be prime.

Hence, n < 5.

If n = 1, n! + 5 = 6 is not prime.

If n = 2, n! + 5 = 7 is prime. (n, p) = (2, 7) is a solution.

If n = 3, n! + 5 = 11 is prime. (n, p) = (3, 11) is a solution.

If n = 4, n! + 5 = 29 is prime. (n, p) = (4, 29) is a solution.

Therefore, all solutions are (n, p) = (2, 7), (3, 11) and (4, 29).

2. If n ≥ 7, then we have
m! = 1!× 3!× · · · × (2n− 1)! > (4n)!

and hence m > 4n.

Let p be some prime number between 2n and 4n. Therefore, m! must include p as one of its terms,
and p | m! = RHS.

However, on the left-hand side, all the terms are less than p, and since p is a prime, it must not
divide any term in the left-hand side factorial expansion (since every term in the expansion is less
than p), and hence p ∤ LHS.

But since LHS = RHS this is impossible, and we can deduce that n < 7.

• n = 1, LHS = 1! = 1 and (n,m) = (1, 1) is a solution.

• n = 2, LHS = 1! · 3! = 3! and (n,m) = (2, 3) is a solution.

• n = 3, LHS = 1! · 3! · 5! = 6 · 5! = 6! and (n,m) = (3, 6) is a solution.

• n = 4, LHS = 1! ·3! ·5! ·7! = 6! ·7! = 7! ·6! = 7! · (3 ·2 ·5 ·4 ·3 ·2) = 7! · (2 ·4) · (3 ·3) · (2 ·5) = 10!
and (n,m) = (4, 10) is a solution.

• n = 5, LHS = 1! · 3! · 5! · 7! · 9! = 10! · 9! > 10!, so if m exists, m > 10 and m ≥ 11. Then
11 | RHS = LHS, but this is impossible since 11 > 9, so such m does not exist.

• n = 6, LHS = 1! ·3! ·5! ·7! ·9! ·11! = 10! ·9! ·11! = 11! ·9! ·10! = 12! ·10! ·(9 ·8 ·7 ·5 ·4 ·3) > 12!, so
if m exists, m > 12 and m ≥ 13. Then 13 | RHS = LHS, but this is impossible since 13 > 11,
and so such m does not exist.

Hence, the only possible solutions are

(n,m) ∈ {(1, 1), (2, 3), (3, 6), (4, 10)}.
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2018.2 Question 7

Since |MQ| = µ|QB|, we must have |MQ| = µ
1+µ |MB|, and hence

−−→
MQ =

µ

1 + µ

−−→
MB,

and hence
q−m =

µ

1 + µ
(b−m) .

Similarly,

q− n =
ν

1 + ν
(a− n) .

Since q = q, we have
µ

1 + µ
(b−m) +m =

ν

1 + ν
(a− n) + n,

which rearranges to give
1

1 + µ
m− 1

1 + ν
n =

ν

1 + ν
a− µ

1 + µ
b.

Since m is a scalar multiple of a as M is on the side OA, and n is a scalar multiple of b similarly,
and a and b are linearly independent since OAB forms a triangle, we can conclude that

m =
1 + µ

1
· ν

1 + ν
a,

and hence

m =
(1 + µ)ν

1 + ν
a.

Similarly,

n =
(1 + ν)µ

1 + µ
b.

Since L lies on OB with |OL| = λ|OB|, then we have

l = λb,

and hence
−−→
ML = l−m = λb− (1 + µ)ν

1 + ν
a.

Since
−−→
AN = n− a =

(1 + ν)µ

1 + µ
b− a.

−−→
ML is parallel to

−−→
AN means that the corresponding scalar vectors for a and b are in ratio (since

they are linearly independent), and hence

λ :
(1 + ν)µ

1 + µ
=

(
− (1 + µ)ν

1 + ν

)
: (−1),

and hence

λ =
(1 + µ)ν

1 + ν
· (1 + ν)µ

1 + µ
= µν.

The condition µν < 1 ensured that L lies on OB between O and B (i.e. on the side OB).
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2018.2 Question 8

1. Since v =
√
y, we have y = v2, and hence

dy

dt
= 2v

dv

dt
,

and hence the original equation reduces to

2v
dv

dt
= αv − βv2,

which gives

2
dv

dt
= α− βv.

Rearranging gives us
dv

α− βv
=

dt

2
,

and hence integrating both sides gives

− 1

β
ln|α− βv| = 1

2
t+ C.

Hence,

ln|α− βv| = −βt

2
+ C ′,

and

α− βv = A exp

(
−βt

2

)
,

and hence

v =
1

β

[
α+A exp

(
−β

2

)]
,

which means

y = v2 =
1

β2

[
α+A exp

(
−βt

2

)]2
.

Since y = 0 when t = 0, we have A = −α, and hence

y1(t) =
α2

β2

[
1− exp

(
−βt

2

)]2
.

2. Let v = 3
√
y in this case, and hence y = v3, we have

dy

dt
= 3v2

dv

dt
,

and hence the original equation reduces to

3v2
dv

dt
= αv2 − βv3,

and hence

3
dv

dt
= α− βv.

Similar to before, this solves to

v =
1

β

[
α+B exp

(
−β

3

)]
,

and hence

y = v3 =
1

β3

[
α+B exp

(
−β

3

)]3
.

Since y = 0 when t = 0, we have B = −α, and hence

y2(t) =
α3

β3

[
1− exp

(
−βt

3

)]3
.
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3. Let α = β = γ. We have

y1(t) =

[
1− exp

(
−γt

2

)]2
, y2(t) =

[
1− exp

(
−γt

3

)]3
.

For t > 0, we have

0 > −γt

3
> −γt

2
> −∞,

and since the exponential function is strictly increasing, we have

1 > exp

(
−γt

3

)
> exp

(
−γt

2

)
> 0,

and hence

1 > 1− exp

(
−γt

2

)
> 1− exp

(
−γt

3

)
> 0.

Hence,

y1(t) =

[
1− exp

(
−γt

2

)]2
>

[
1− exp

(
−γt

3

)]2
>

[
1− exp

(
−γt

3

)]3
= y2(t)

which tells us that the graph of y2 should lie below the graph of y1.

As t → ∞,

exp

(
−γt

2

)
, exp

(
−γt

2

)
→ 0+,

and hence
y1(t), y2(t) → 1−.

At t = 0, y1(t) = y2(t) = 0, and hence by the original differential equation y′1(t) = y′2(t) = 0.

Hence, the graph looks as follows.

y

x
O

y = 1
y = y1(x)

y = y2(x)
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2018.2 Question 12

1. If h consecutive heads are thrown, then the person will earn £h, and the probability of this hap-
pening is ph.

If this did not happen, then the game must have already ended before reaching h heads (since there
must be a tail), and the person will earn nothing.

Hence, the expected earning is E(h) = hph, which gives

E(h) =
hNh

(N + 1)h
.

Notice that
E(h+ 1)

E(h)
=

(h+ 1)Nh+1/(N + 1)h+1

hNh/(N + 1)h
=

(h+ 1)N

h(N + 1)
.

We have
E(h+ 1)

E(h)
− 1 =

(hN +N)− (hN + h)

hN + h
=

N − h

hN + h
,

which shows that E(h + 1) > E(h) when h < N , and E(h + 1) < E(h) when h > N , and
E(h+ 1) = E(h) when h = N .

This means that E(h) will increase until h = N , where E(N) = E(N + 1), and decrease after
h = N + 1.

This means the expected earnings can be maximised when h = N or h = N +1, which shows when
h = N , the earnings is maximised.

2. There are two cases: either the person earns £h (when there are h heads thrown before the game
ends) with some probability (that we would like to find), or the game ends before there are h heads
thrown.

To find the probability in the first case, let there be t cases where a tail appears, and there must be
h cases where a head appears. The final throw must be a head, and the tail must appear singularly
(which means any two consecutive tails must have a head in between), which shows that 0 ≤ t ≤ h.

There are h− 1 heads that are free to ’move’, and t tails have t− 1 gaps in between, which takes
away at least t − 1 heads to separate them. The rest of the h − t heads are free to be within any
of the t+ 1 spaces that are separated by the t tails, which is equivalent of choosing t to be heads
from a total (h− t) + t = h remaining throws.

Therefore, for each t, the number of arrangements there are is(
h

t

)
,

and the probability of this happening is

ph · (1− p)t.

Therefore, the probability desired is

h∑
t=0

(
h

t

)
ph(1− p)t = ph

h∑
t=0

(
h

t

)
1h−t(1− p)t = ph(1 + 1− p)h = ph(2− p)h,

and the expected earnings in terms of h is

E(h) = hph(2− p)h = h

(
N

N + 1

)h(
N + 2

N + 1

)h

=
hNh(N + 2)h

(N + 1)2h

as desired.

When N = 2,

E(h) =
h2h4h

32h
=

h23h

32h
.
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Notice that
E(h+ 1)

E(h)
=

(h+ 1)23h+3/32h+2

h23h/32h
=

8(h+ 1)

9h
,

and hence
E(h+ 1)

E(h)
− 1 =

8− h

9h
,

which shows that E(h+1) > E(h) when h < 8, and E(h+1) < E(h) when h > 8, and E(h+1) =
E(h) when h = 8.

This shows that E(8) = E(9) gives the maximum expected winnings, which is given by

8 · 224

316
=

227

316
.

Since log3 2 ≈ 0.63, we have 2 ≈ 30.63, and hence

227

316
≈ 327·0.63

316
= 327·0.63−16 = 31.01 ≈ 3,

and this shows that the maximum value of expected winnings is approximately £3.
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2018.2 Question 13

This setup gives a Markov Chain. Let the column vector xn represent a state

xn =


An

Bn

Cn

Dn

 ,

and hence we have the components of the column vector must sum to 1. The initial state is defined by

x0 =


1
0
0
0

 ,

and the state transition matrix is

M =


1/2 1/4 0 1/4
1/4 1/2 1/4 0
0 1/4 1/2 1/4
1/4 0 1/4 1/2

 =
1

4


2 1 0 1
1 2 1 0
0 1 2 1
1 0 1 2

 ,

which gives
xn+1 = Mxn.

1. Notice that

x1 = Mx0 =
1

4


2 1 0 1
1 2 1 0
0 1 2 1
1 0 1 2



1
0
0
0

 =
1

4


2
1
0
1

 ,

and hence A1 = 1
2 , B1 = 1

4 , C1 = 0, D1 = 1
4 .

Also,

x2 = Mx1 =
1

4


2 1 0 1
1 2 1 0
0 1 2 1
1 0 1 2

 · 1
4


2
1
0
1

 =
1

16


6
4
2
4

 =
1

8


3
2
1
2

 ,

and hence A2 = 3
8 , B2 = 1

4 , C2 = 1
8 , D2 = 1

4 .

2. We claim that Bn = Dn for all n by symmetry, and notice that

Bn+1 =
1

4
· (An + 2Bn + Cn) =

1

4
· (An +Bn + Cn +Dn) =

1

4
,

and

Dn+1 =
1

4
· (An + Cn + 2Dn) =

1

4
· (An +Bn + Cn +Dn) =

1

4
,

so that Bn = Dn = 1
4 for all n ≥ 1. (For n = 0, Bn = Dn = 0).

Hence, for n ≥ 1, we have

An+1 =
1

4
(2An +Bn +Dn) =

1

4

(
2An +

1

2

)
=

1

2
An +

1

8
,

which means

An+1 −
1

4
=

1

2

(
An − 1

4

)
,

which shows that An − 1
4 is a geometric sequence with common ratio 1

2 . The initial term of the
geometric sequence is A1 − 1

4 = 1
4 , and hence

An − 1

4
=

1

2n+1
,
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which shows An = 1
4 + 1

2n+1 for n ≥ 1.

Also, Cn has the same inductive relationship as An, the only difference being that the initial term
is C1 − 1

4 = − 1
4 , and hence

Cn − 1

4
= − 1

2n+1
,

which shows Cn = 1
4 − 1

2n+1 for n ≥ 1.

Hence, we have

xn =


An

Bn

Cn

Dn

 =

{
(1, 0, 0, 0)

⊺
, n = 0,(

1
4 + 1

2n+1 ,
1
4 ,

1
4 − 1

2n+1 ,
1
4

)⊺
, otherwise.
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